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A HARDWARE-IN-THE-LOOP EXPERIMENTAL PLATFORM  

FOR POWER GRID SECURITY 

 

Abstract 

This paper presents the development of a hardware-in-the-loop testbed for a three-bus 

power grid interfaced with a simulated networked control system (NCS) for studying cyber 

security threats and their possible impacts on the power grid. The three-bus grid consists of two 

generator buses, configured as slack bus (constant voltage and angle) and PV bus (constant power 

and constant voltage), and a load bus (PQ bus).  The synchronous generators are driven by 

dynamometers serving as prime movers, and the field circuits controlled by insulated gate bipolar 

junction transistor (IGBT) DC/DC choppers. The load bus operates switchable resistors, 

capacitors, and inductors that are connected to the generator buses through transmission lines. The 

simulated NCS is implemented on an Opal real-time (Opal-RT) platform, which is a PC/FPGA 

based real-time simulator that can integrate hardware with software simulations, commonly 

referred to as hardware-in-the-loop (HIL).  In general, HIL setups have the advantage that physical 

elements under test interact in real time with a simulated model of a large scale system and provide 

a better insight of performance of both the physical system and the controller.   In this HIL 

experiment, the data acquisition unit (DAQ), and the controller are both implemented on the Opal-

RT platform. The controller determines the duty cycle of the pulse width modulated (PWM) 

signals applied to the gate of the IGBT which controls the voltage applied the generator field 

circuits, thus producing desired terminal voltages of the generators. Experimental results are 

presented that show the effects of cyber-attacks on a generator control system.  A baseline for the 

behavior of the three-bus system is first established by operating the generator under various load 

conditions for which the controller maintains the desired terminal voltage.  Then, a series of denial-

of-service (DoS) attacks in the feedback loop were launched. With no attack prevention 

mechanism in place, the developed experimental platform provides a facility to observe and 

evaluate the impacts of various cyber-attacks on a real physical microgrid. The developed HIL 

platform allows students to experiment with various cyberattack scenarios, defense strategies, and 

control algorithms due to the reconfigurable nature of the HIL system. 

Keywords 

Hardware-in-the-loop, Networked control system, synchronous generator control, data 

acquisition system, cyberattacks. 

1. Introduction 

The U.S. power grid forms the core of all infrastructures, defense, and commerce in the United 

States which makes it a prime target [1]-[4] for cyber terrorism.  In recent years, there have been 

many incidents of cyberattacks on the power grid all over the world including the Ukrainian grid 

cyberattack [5] in December 2015 that disrupted power supply to over 230 thousand customers for 

up to 6 hours. Whether or not it is possible to prevent cyberattacks on the grid is debatable, 



 

therefore it is necessary to develop control system tools that could keep the smart grid stable and 

operational in the events of such attacks. Over the last decade, there have been significant efforts 

on the development of security hardware and software for industrial control systems, nevertheless 

a general consensus is that the power sector is not yet prepared to combat cyberattacks [2], [7]-

[10] and [27].  This research investigates the development of a hardware-in-the-loop attackable 

and observable experimental testbed that can be used to investigate the effects of cyberattacks on 

the grid, and develop and test security countermeasures to minimize any detrimental effects that 

may destabilize the overall grid.  

Replicating a realistic power grid in the laboratory using physical hardware is difficult and 

expensive.  This primarily relegates the power systems security research to the domain of 

simulation experiments.  One example of such simulation platforms is the Grid Game [11], an 

interactive simulation platform developed at Idaho National Laboratory that is played between two 

players in which the ‘grid operator’ attempts to maintain a constant grid frequency by taking 

defensive actions in the events of attacks launched by ‘cyberattackers’.  Similarly, the Aurora 

Generator Test at the INL in 2007 is probably the earliest experimental demonstration that showed 

the effects of a possible cyberattacks on the power grid.   

In recent years, hardware-in-the-loop (HIL) experiments [16]-[26] have drawn considerable 

interest as a way of testing physical hardware in a real world environment.  In HIL experiments, 

physical elements under test interact in real time with a simulated model of a large scale system 

and/or a controller and data acquisition system through appropriate analog and digital interfaces, 

and provides a better insight of performance of both the physical system as well as the controller. 

Examples of HIL experiments include interaction of a voltage source converter with an electric 

ship power grid [16], control of inverters and buck converters [21], evaluation of an industrial level 

generator excitation control system with the turbine-generator system [22], photovoltaic 

generation and power interface [23], active power control of wind power plant [24], MVDC 

integrated power system for electric ships [25], and many more.  Various requirements and 

characteristics for the implementation of HIL experiments including bandwidth, accuracy, and 

stability have been outlined in several recent references (e.g., see [18], [19], [20], and [26]).  

The main contribution of this paper is the development of a novel experimental HIL platform for 

demonstrating the effects of cyberattacks on a three-bus power system.  The cyber component of 

the HIL platform is based on a real-time PC/FPGA-based simulator Opal-RT, and the physical 

component of a three-bus power grid based on LabVolt EMS8000 series actual power generators 

and loads.  The three-bus grid is configured as a slack bus (constant voltage and angle), a PV bus 

(constant power and voltage), and a PQ bus or load bus of switchable resistors, inductors and 

capacitors.  Two synchronous generators are connected to the slack bus and the PV bus, 

respectively, with the slack bus generator configured for constant frequency. The instrumentation 

layer of the system includes various sources and sensors within the OP8660 HIL controller and 

data acquisition interface that measure voltages and currents at all buses, and speed of the 

synchronous generators.  The computational engine of the HIL system implemented in the Opal-

RT includes a control algorithm for the generator field circuit, data processing, computation of real 

and reactive power, and other pertinent quantities, and for launching simulated cyberattacks.  The 

feedback loop is completed through the OP8660 HIL controller and data acquisition interface that 

sends the control signal from the Opal-RT to the gate of the IGBT which ultimately controls the 

applied voltage of the generator field coil, and hence the induced EMF.   



 

Experimental results are presented that include normal operating state of the three bus grid, and 

that of the system under denial-of-service attacks.  A baseline for the behavior of the three-bus 

grid is first obtained by running the system under normal operating conditions.  This experiment 

demonstrated the effectiveness of the controller in maintaining stability of the grid and desired 

voltages at various buses as the system load at PQ bus was varied.  Then, a series of (simulated) 

denial-of-service attacks were launched on the controller of the PV bus generator by increasing 

the probability of packet drop in the network, modeled by an i.i.d. Bernoulli process.  With no 

attack prevention mechanisms in place, the platform provides a facility to observe and evaluate the 

impacts of various cyberattacks on a real, physical power generator. 

The rest of the paper is organized as follows. Section 2 presents the development of the HIL 

hardware platform using LabVolt EMS8000 series equipment and Opal-RT real time simulator.  

Experimental results of cyberattacks on the three-bus system are presented in Section 3. Results 

of a laboratory demonstration to a group of undergraduate students are presented in Section 4 

followed by concluding remarks in the Section 5. 

2. HIL-Cyber Physical System  

The HIL simulation is based on a hybrid configuration of a cyber system and a physical system 

that interact with each other through digital and analog input/output (I/O) signals.  The cyber 

system uses the computing power and flexibility of a real time digital simulator, such as Opal-RT 

or RTDS, that receives feedback signals from the connected physical system. Figure 1 shows the 

high-level view of the HIL testbed for closed-loop control of a three-bus electrical grid which 

consists of two generator buses and a load bus.   The load is shared by the two synchronous 

generators, and as the load changes, the terminal voltage of the generators also changes 

accordingly.  The generator terminal voltages are controlled by adjusting the field current using a 

controller.  The feedback loop is completed through the OP8660 for data transmission between the 

generator terminals to the controller on the Opal-RT, and between the controller and the field coil.  

This makes the closed loop system vulnerable to cyberattacks since a cyber intruder can easily 

initiate a data attack or a denial-of-service (DoS) attack in the generator control system.   

 

Figure 1 Schematic of Closed Loop NCS System. 

2.1 The Cyber System: Opal-RT Simulator 

The developed hardware-in-the-loop system uses an Opal-RT real-time processor for 

implementation of the controller for the two generators.   Opal-RT is a PC/FPGA-based real-time 

simulator for the hardware-in-the-loop experimental platform presented in this paper. The specific 



 

Opal-RT hardware platform in the experiments shown in Figure 2 is an OP5600 in conjunction 

with an OP8660 HIL controller and data acquisition interface. The OP5600 is equipped an Intel 

Xeon CPU and a Xilinx Spartan-3 FPGA. The simulations are executed on the CPU and the FPGA 

handles the hardware interface and is reconfigurable to suit the user’s needs. The OP8660 is a user-

friendly interface meant for easy integration as the I/O connections options are either banana cables 

or DB9 cables. The OP8660 is especially good at interfacing with the LabVolt series of equipment.   

 

Figure 2 OP5600 and OP8660 from left to right.  

The process of utilizing the Opal-RT platform consists of first creating a Matlab/Simulink model 

to meet the user’s goals (in this a case a controller and data acquisition system). The model is then 

configured to communicate with the specific hardware needed to properly execute the HIL setup. 

Once the hardware is connected to the Opal-RT platform and the system is properly configured, 

the user can run the model on the Opal-RT and gather data for analyzing and controlling the HIL 

experimental setup.  

 

Figure 3 Opal RT High Level Control Loop 

The setup specific to this application as shown in Figure 3 portrays how the overall HIL creation, 

setup, and operation is accomplished. The initial step in the process is to create and build the 

Matlab/Simulink model on the host computer and then send the built model to the Opal to be 

executed. Another aspect of the host computer in the HIL setup is to act as the user interface 

console for the Opal whilst the model is executed. The host computer console displays information 

such as voltages, currents, and control signals, and send commands such as turn the controllers 



 

on/off or change control gains. The model is executed in real-time on the OP5600. The 

communication between the OP5600 and the hardware is accomplished with the OP8660 HIL 

controller and data acquisition interface which transmits the control signals to the hardware and 

receives the voltage and current measurements and converts them to a format that the analog to 

digital converter on the OP5600 can interpret.  

2.2 The Physical System: Three-bus Network 

The proposed experimental physical system is a three-bus electric network as shown in Figure 4.  

The developed three-bus system consists of two LabVolt EMS8000series synchronous generators 

driven by dynamometers.   The dynamometers were configured so that the slack bus generator 

runs at constant speed of 1800 rpm, and the PV bus generator supplies constant power using built-

in fast-acting dynamometer control systems, however the speed can vary during transients.   The 

load bus consists of switchable RLC loads through three transmission lines as shown.  The actual 

hardware used in the testbed is shown in Figure 5. 

 

Fig. 4 Three-Bus Electrical Network. 

 

Figure 5 Experimental Setup. 



 

The schematic of the generator field excitation system is shown in Figure 6, which consists of a PI 

(proportional-integral) controller and an IGBT chopper supplying the generator field coil.  The 

IGBT chopper regulates its DC output voltage based on gate pulse supplied by the PI controller, 

and the corresponding field current is nearly constant because of high inductance of the field 

winding.  The induced EMF of the generator is proportional to the duty ratio of the IGBT chopper.   

 

Figure 6 Generator Excitation System. 

Figure 7 shows additional details on the generator field control system.  The output of the PI 

(proportional-integral) controller is the duty cycle ratio, d, which is ideally between 0 and 1. A 

limiter is implemented in software to ensure that duty cycle ratio � remains between 0.02 and 0.98 

which ensures the safety of the IGBT, however was not used in control design to minimize 

complexity.  The generator field circuit is represented by a resistance �� and an inductance 	�.  

The induced EMF of the generator is proportional to the field current 
� where the magnetic 

constant of the field coil is represented by ��.   

 

Figure 7  Block Diagram of the Generator Control System 

 

The complete transfer function of the system was obtained by first principle modeling and 

experimentation as reported earlier [14].  The transfer function of the PI controller is given by 

���� = �� +
��

�
, 

where the proportional gain �� = 0.005 and the integral gain �� = 0.1.  Performance of the closed 

loop system was verified by simulations and additional experiments. 



 

3. Experimental Results 

In this section, we present the results of cyberattacks on the PV bus generator control system 

however no cyberattacks were considered on the slack bus generator.  Cyberattacks were 

implemented in the simulation on the Opal-RT and were targeted specifically at the generator 

voltage sensor data and the controller. As the (simulated) intruder intercepts the voltage sensor 

data, the actual data received by the controller is modified according to the attack process.   

The first step of experimentation is to synchronize the two generators.  The slack bus generator 

was first configured to run at 1800 rpm.  Then the PV bus generator controller was adjusted to 

generate 9.375W at 75V and 1800 rpm and the dynamometer was set to run at constant torque.  A 

LabVolt synchronizing module was then used to synchronize the two generators. For this three-

bus system, the PV bus generator output remained constant (except during transients), while the 

balance of PQ bus load and line losses are supplied by the slack bus generator.     

3.1 Baseline Performance 

To validate the performance of the excitation system controllers, first, we show the closed-loop 

system performance running under various load conditions. After the generators were 

synchronized, the PQ bus loads were turned ON and OFF at various time points as marked in the 

Figures 8-11.  Figure 8 clearly shows that the controller maintained the terminal voltage of the 

slack bus generator (middle window) and the PV bus generator (top window) constant as the PQ 

bus load was varied.  Transients in the terminal voltage are however expected during the load 

switching as seen in Figure 8.  The load bus voltage (bottom window) drops when load demand 

increases due to higher line voltage drop, increases when capacitive load is switched ON, which 

easily follows from simple circuit concepts.  Opposite effect on terminal voltage at load bus is 

observed when inductive load is switched ON.   Changes in load bus voltage were due to changes 

in the line voltage drop between the load bus and the other buses. 

 

Figure 8 Bus Voltages for Load Switching. 



 

 

Figure 9 Bus Currents for Load Switching. 

Figure 9 shows that the load current (bottom window) varies significantly with changes in load, 

however the current supplied by PV bus generator (top window) remained relatively constant 

which is expected since the PV bus generator operates as a constant torque generator producing 

constant output power.  The slack bus generator (middle window) supplies the additional current 

required by the load and changes in line losses.   

 

Figure 10 Duty Cycle Ratio of slack bus generator for Load Switching. 

Figure 10 shows the duty cycle ratio of IGBT controller of slack bus exciter.  As the generator 

supplies more resistive current, its generated voltage must be increased so that the terminal voltage 



 

remains constant as signified by a higher duty cycle ratio of the IGBT controller.  Recall that the 

induced EMF is proportional to the IGBT duty cycle ratio.  For capacitive current loads, as 

expected the induced EMF must be decreased as seen from Figure 8 and corresponding lower duty 

cycle ratio of the IGBT controller. For inductive loads, a higher duty cycle ratio of the IGBT 

controller is required since induced EMF is expected to be higher.  The duty cycle ratio of the PV 

bus IGBT controller remained relatively constant (not shown in the figure) except during transients 

because the output current of the generator remained relatively constant.  Here, we recall that the 

PV bus generator is expected to supply constant power output irrespective of variations in load. 

 

Figure 11 Generator Speed (PV Bus). 

Figure 11 shows the speed of the PV bus generator which remained near 1800 rpm (except for a 

small bias in the measurement system).  As expected, the speed varied during load switching, 

however returned to the normal speed within a few seconds.  The speed of the slack bus generator 

was maintained constant by the dynamometer controller. 

Overall, the baseline experimental data clearly demonstrates that the controllers for both the slack 

bus and the PV bus generators were operating as expected.  The gains of the PI controller were 

acceptable to maintain the terminal voltage of the two generators as the nominal value of 75V.  

Next, we investigate the effects of cyberattacks on the PV bus generator control system. 

3.2 Denial-of-Service Attack 

This section presents experimental results of a (simulated) DoS attack on the PV bus generator 

excitation control system.  Denial-of-service attack usually causes congestion in the network 

causing data packet drops, which affects the feedback control system.  In this experiment, DoS 

attack was simulated at the software level; because of network security issues, an institutional 

permission was not feasible to allow actual DoS attacks on the excitation system.  Data packets in 



 

transition from the sensor to the controller were dropped according to a Bernoulli process; the 

packet dropout probability was a variable parameter for experimentation. This research utilizes the 

idea behind the UDP protocol for data transmission so that the simulated lost data packet is not 

retransmitted. Instead it was assumed that the controller holds the last successfully received sensor 

data and uses it to replace the lost packet.  Figures 13-16 show the response of the three-bus system 

due to five different values of packet drop probabilities of Bernoulli packet drops of PV bus 

generator control loop.   

For each packet drop probability β, the PQ bus loads were switched sequentially, first switching 

ON/OFF of a resistive load, then an inductive load followed by a capacitive load.  As expected, 

switching of a resistive load causes a drop in load bus voltage, an inductive load causes a larger 

drop, and capacitive load causes an increase of voltage as shown in Figure 12.  Note also that the 

slack bus voltage (middle window) and the PV bus voltage (top window) are held relative constant 

by the excitation system controller except for short time transients.   The top window of Figure 12 

shows the effects of packet drop on the PV bus voltage; the PV bus voltage becomes noisier with 

increasing levels of packet drop. Overall, the system remained stable for packet drop probabilities 

below a certain threshold13. 

 

 

Figure 12 Bus Voltages (DoS Attack on PV bus generator). 

Figure 13 shows the corresponding current injections at the various buses.  The load bus current 

varies with load as seen from the bottom window of Figure 13.  Clearly current injection at the PV 

bus (top window) is expected to remain constant since this generator supplies a constant power; 

transient variations are however observed during load switching.   The slack bus generator supplies 

additional current as the load changes as shown in the middle window.  Figure 14 shows the duty 

cycle ratio for different values of packet drop probability, which also shows increased sharp 

variations in duty ratio when the packet drop probability if high. 



 

Variations in PV bus generator current also imply an imbalance between its prime mover input 

and electrical output which sets the generator into oscillations.  This can be observed in Figure 15.  

Because of fast sampling rate of the system, overall the system remained stable even when the 

packet drop probability was 0.975, which depends on the sampling time of the controller. 

 

  

Figure 13 Bus Currents (DoS Attack on PV Bus Generator). 

 

 

Figure 14 Duty Cycle Ratio (DoS Attack). 



 

 

Figure 15 Generator Speed (PV Bus) (DoS Attack). 

 

4.0 Classroom Demonstration and Student Feedback 

A laboratory demonstration was performed before an audience of undergraduate students to 

determine the effectiveness of the platform as a teaching tool for power systems. An email 

announcement was sent to the ECE undergraduate student listserv about the date and time of the 

laboratory demonstration. The focus of the demonstration was to explain the how to synchronize 

generators, show fluctuations in the grid voltage due to various loads, and to perform a DoS attack 

to give the students a real-world view of the potential dangers of cyberattacks. To gauge the 

students’ experience to the experimental demonstration, a multiple-choice questionnaire survey 

was conducted at the end of the demonstration.   

The survey questionnaire and the students’ responses are aggregated in Table 1.  A total of 23 

students attended the experimental demonstration and participated in the survey.  Most of these 

students were juniors or seniors in Electrical and Computer Engineering, and many have taken at 

least one course related to power systems, however their academic preparation in the field as is 

considered as ‘poor’.  On the question on grid synchronization and loading, the students’ response 

on understanding from the demonstration was about 50% ‘Very Good’ or ‘Excellent’.  On 

cyberattack on the grid, over 70% students ranked their understanding of the effects of cyberattack 

as ‘Very Good’ or ‘Excellent’. 

 

 

 



 

Table I  Survey Questionnaire and Results 

 

Overall, the demonstration was a fruitful endeavor as most of the students appeared to be truly 

interested in the subject matter and learned more about the power grid.  

 

5.0 Conclusions 

In this paper, we have presented a novel development of an HIL experimental platform for 

observing and evaluating cyberattacks on a real physical microgrid.  We have provided an in-depth 

description of the experimental setup along with appropriate experimental results for normal 

operation and under DoS attacks. From an educational perspective, this experimental setup clearly 

shows how generators in a multi-bus system interact with changes in load condition.  Denial-of-

service attacks were launched on the defenseless system to prove the functionality of the controller 

and the ability to successfully maintain stability of the system under cyberattacks. The results 

demonstrate the impacts of cyberattacks on the microgrid and its stability.  The platform can be 

used in senior level courses on power systems as a laboratory demonstration tool to show the 

impacts of cyberattacks, albeit simulated, on a real physical microgrid.  Once fully developed, the 

platform can be used to evaluate cyber countermeasures capable of defending or preventing harm 

to the power grid.  
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