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An Automated Approach for Finding Course-specific Vocabulary 

 

Introduction 

This study introduces methods to increase the transparency of specific learning outcomes 
expected in an engineering course.  Freshman engineering students face the challenge of 
absorbing a new set of terminology associated with their discipline, while also adjusting to the 
university environment.  As they learn, students may inaccurately grasp course concepts due to 
lack of understanding of domain vocabulary.  One strategy for addressing this problem is to 
make design of vocabulary part of overall course design.  This requires explicitly identifying the 
vocabulary that students need to learn in the course of their studies.  Proper specification of 
vocabulary is likely to be particularly important in introductory courses that form the foundation 
of engineering disciplines.   

Identifying discipline-specific words helps instructors establish clear expectations of required 
vocabulary knowledge, while building robust technical communication skills.  If students have a 
clear understanding of required vocabulary, then instructors will be able to develop higher 
quality teaching and assessment material.  As a result, instructors will likely be confident in the 
knowledge that students will not be handicapped by language usages that are neither part of their 
cultural background nor inherent to the course or domain. At the freshman level, vocabulary lists 
might be developed that highlight terms pertinent to the field.  However, language has a fluidity 
that cannot be accurately captured by static wordlists that do not accommodate context.  
However, manual updating of word lists each year is an additional (and probably unwelcome) 
burden on instructors.  
 
In this study, the authors investigate an efficient and semi-automated approach for developing 
up-to-date course-specific vocabulary lists while requiring minimal contextual input from the 
instructor.  The focus of this research is on engineering course material with the ultimate goal 
being to help freshman students adjust to new terminology in their field of study, without 
increasing the workload of teaching faculty.  The goal is to find a computational method that can 
be used to create a software tool which automatically compiles a unique list of course-specific 
vocabulary for the instructor. 
 
Literature  
 
There are several approaches that can characterize language in document text.  The fields of 
research that contain literature in this area include education, linguistics, computational 
linguistics, industrial engineering, as well as several others.  Specifically, literature in the field of 
education pertinent to the study ranges from the Plain Language Movement to language 
acquisition and English as a Second Language research.1-3  These approaches aim to simplify 
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language structure and vocabulary to maximize accessibility.2,4  Further, research in this area 
focuses on the relationship of words to generate meaning and on how language development is 
affected by choice of vocabulary.1,2,4  The research informs an understanding of the importance 
of language development and the motivation to use accessible, yet immersive, language in 
learning environments.4-6  While this is important in public documents (i.e. tax forms) overly 
simplifying language does not suit the purposes of the engineering classroom.  Engineering 
students need to develop robust vocabulary ability that is authentic to their field and will stand 
them in good stead when they take up their careers. 

The fields of linguistics and computational linguistics are particularly broad, and they study 
language from several perspectives. Some approaches examine the development of language, 
symbolic meaning, and the structure of words.7, 8  Other approaches look at differences between 
languages and their evolution over time.9, 10  Computational approaches tend to convert the 
complexities of language into bits of information that can be quantified, classified and analyzed 
as packets of data.  More specifically, this field investigates algorithms and tools that can 
measure and quantify vocabulary.11-14  Some algorithms and methods are broadly applicable 
across a range of linguistic fields.  Classification algorithms use various corpora to organize 
words into hierarchical structures.  Word hierarchies can also be elaborated with syntactic and 
semantic information to create a comprehensive representation of knowledge about the English 
lexicon. The most extensive tool of this type is WordNet, a database that contains words and 
their synonyms classified by relevance and similarities with each other, referred to as synsets.14  
This approach forms lexical repositories of words that can be used to analyze the relationship of 
sets of words with one another.12-14  An advantage of using this approach is to develop a common 
lexical database of words pertinent to a field, but a disadvantage is that this repository continues 
to grow in size without a structured ability to prune words over time.12-14  Further tools like 
wordnet are designed to deal with the vocabulary of language in general and are less useful in 
organizing and explaining domain specific vocabularies. Thus an approach is needed that 
generates manageable, and domain specific, vocabulary lists. 

Another area of research in computational linguistics is keyword-generation (automated 
indexing), and the development and application of algorithms to statistically determine the 
characteristics of words based on frequency.  Some of the more frequently used approaches in 
this area include frequency analysis of words, keyword generation algorithms and artificial 
intelligence methods.  Frequency analysis of words is an approach that attempts to correlate the 
frequency of use of a word in a target document to a corpus of English, or specific discipline.14, 

16, 17  Prior work in this area shows that this method is useful to understand natural language, and 
can be used with algorithms that are supplemented by statistical theory, like Zipf’s Law16-18  
Another approach is Latent Semantic Indexing, for example, which uses singular value 
decomposition (analogous to principal components analysis on large, sparse matrices) to identify 
associations between words based on their context, and which can also be used to generate data 
about the meaning of words when used in similar contexts.11, 13, 19  Multiword Expressions are 
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another set of approaches that investigate the meaning of words based on lexeme analysis,11, 12, 20  
Specifically, multiword helps us understand that words can change meaning based on how they 
are used in a sentence, and this can inform a keyword generation procedure.11, 20  This general 
field of language analysis using computational approaches falls under a category of computer 
science and engineering defined as artificial intelligence (AI) because words are being translated 
from human vocabulary to computer-based computations, and then to a form that allows us to 
better understand its characteristics.   

TF-IDF Approach 

A preliminary analysis shows that a simplistic approach such as frequency-analysis on its own is 
inadequate to determine characteristic terms to a piece of text.21- 23  Frequency-analysis alone 
only generates information about how often certain words are used.  This information is not 
particularly useful to this study because characteristic words on engineering documents are not 
necessarily those that appear most frequently.  Specifically, literature shows that commonly 
occurring words are indicative of natural language, and not a measure of diagnostic vocabulary 
to an input document.13, 15, 18  As such, a more advanced approach is required: one that can 
characterize diagnostic words in documents, while requiring minimal contextual data other than 
the documents themselves, and one that can handle large sets of words and documents. 

Term Frequency Inverse-Document Frequency (TF-IDF) analysis is a well known index method 
in information retrieval, and it is used to characterize vocabulary across sets of documents.11, 13, 

15, 18, 23-25  

The TF-IDF technique compares the frequency of words in a single document (TF) to the 
vocabulary used in a set of documents.  The mathematical formula for TFIDF is: 

TFIDF = TF × IDF  

where 

TF = �
# of occurrences
total # of words

�
in a single target document

 

and 

IDF = log �
# of documents

# of documents containing the word 
�
in a set of comparitor documents

 

There are two main parts to the TF-IDF algorithm, and they work together to assign a score for 
each word in the target document.  The TF counts the number of occurrences of a particular 
word, and divides that number by the total number of words in the target document, which is a 
simple measure of frequency.  The IDF is a measure of how important a particular term is within 
a set of documents, and is calculated by dividing the total number of documents by the number 
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of documents in the set which contain that term, and then takes its logarithm.  The TFIDF 
formula multiplies these together and attaches the resulting score to each unique word  in the 
target document.  A higher TFIDF score means that the particular word being examined is 
diagnostic of that particular document and a low TFIDF score means that the word is not a 
keyword for the document.  This approach allows us to differentiate common vocabulary from 
words that are characteristic to the target document, like course-specific language in this case. 
This approach works reasonably well for one target document (e.g. the final exam in a course), 
but does not do a good job at differentiating course-specific or discipline-specific vocabulary 
from words that appear infrequently in natural language.  For example, it might identify both 
“enthalpy” and “circulation” as characteristic words on a thermodynamics exam because these 
both are likely to occur rarely in a comparator document set.  But a thermodynamics instructor 
would easily recognize “enthalpy” as being key disciplinary jargon, and “circulation” as not 
specific to the discipline. 

Interpreting the mechanics of the approach 

The authors propose a method that should improve the effectiveness of the TF-IDF algorithm for 
the purposes of investigating the language used by engineering documents.  Specifically, we 
suggest developing two TF-IDF scores for each word in a document and then calculating their 
difference to maximize accuracy in finding course-specific vocabulary.  The approach would be 
to use two different contexts for the same document to calculate two TF-IDF scores:  

1. Compare a target document to all documents in engineering, minus those that are in the 
same discipline.  This should highlight terms that are characteristic of the discipline. 

2. Compare a target document to all documents within the same discipline as that input 
document.  This should highlight terms that are characteristic to that course. 

This method generates two wordlists – one from each context listed above.  These lists can then 
be sorted alphabetically while subtracting the TF-IDF scores for context #2 from context #1.  
This produces a list where words that are both course-specific and discipline-specific are given a 
high score, whereas all other types of words are given a lower score.  This modified use of the 
TF-IDF algorithm can be expressed as: 

TFIDF = TF × IDF 

     𝑇𝐹𝐼𝐷𝐹𝑚𝑜𝑑 = 𝑇𝐹𝐼𝐷𝐹1 − 𝑇𝐹𝐼𝐷𝐹2 
𝑇𝐹𝐼𝐷𝐹𝑚𝑜𝑑 = 𝑇𝐹(𝐼𝐷𝐹1 − 𝐼𝐷𝐹2) 

Where, subscripts 1 and 2 would represent context #1 and context #2 respectively, and TF would 
be identical for both because input exam is the same.  
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And where, 

𝐷𝐸     = # documents in engineering, minus discipline 
𝐷𝐸,𝑊 =  # documents in engineering, minus discipline, containing the same word 
𝐷𝐷     =  # documents in discipline 
𝐷𝐷,𝑊 = # documents in discipline containing the same word 

Condensing and simplifying: 

𝐼𝐷𝐹𝑚𝑜𝑑 = log �
𝐷𝐸 • 𝐷𝐷,𝑊

𝐷𝐸,𝑊 •  𝐷𝐷
� 

Using this approach, words can be characterized based on how prevalent they are in engineering 
and in their respective discipline.     

• if 𝐷𝐸 • 𝐷𝐷,𝑊  is large, because there are lots of documents in the discipline containing the 
same word, then it causes the numerator to increase, resulting in the IDFmod becoming 
larger, which then amplifies the TFIDFmod value; this means that the word frequently 
occurs in the discipline but not necessarily all of engineering, which implies it is likely 
discipline-specific 

• conversely, if 𝐷𝐸,𝑊 •  𝐷𝐷is large, as a result of many documents in engineering 
containing the same word, then IDFmod will get smaller, which will reduce the TFIDFmod 

value; this means that the word occurs frequently in engineering but is not necessarily 
unique to the discipline, which implies it may not be discipline-specific. 

As a result, when there is a word that has a high term frequency in a document, but occurs 
frequently in the discipline but not in all of engineering, then the modified approach would boost 
the score of that word.  However, if that word does not occur frequently in the discipline but is 
common to engineering, then this algorithm would shrink its score.  Therefore, the boosting 
effect only significantly affects words that are characteristic of that document, meaning it 
appears preferentially in the discipline but not necessarily in all of engineering    
 
Methodology 
 
This study develops a method for characterizing wording in engineering documents.  In 
particular, we are interested in developing an approach to automatically identify course-specific 
language so that instructors can help first year students adjust to the terminology used in their 
chosen field of study.  This is relevant to the field of accessible language in general, because it 
identifies vocabulary that students need to be familiar with in a professional context.  The 
approach is outlined in Figure 1 below.  Words are prepared for analysis by converting all input 
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documents to text-only format, then the TFIDF algorithm is used to develop word lists based on 
a target document (e.g. the final exam for a course) and sets of comparator documents.  These 
word lists are then used to differentiate and highlight course-specific vocabulary that 
characterizes the target document. 

 

 

Figure 1- Shows graphically the methodology used in this study from top to bottom 
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The type of engineering document chosen for this study is engineering final exams.  These 
documents are standardized artifacts of the engineering learning environment and are publicly-
available for research and study purposes at the University of Toronto.  The large dataset of 
exams spans several years, creating a substantial amount of vocabulary that can be examined.  
For this study, the authors begin by acquiring all electronically-available engineering exams at 
the University of Toronto.  In total 2254 exams were used in the Faculty of Applied Science and 
Engineering between the years 1999 to 2009.  These exams are in a variety of graphics and 
document formats, but they were converted to PDF-format using Adobe Acrobat X Professional 
to simplify subsequent coding and processing. 

Clean Data and OCR exams 

The text for each exam was subjected to an optimization process, as outlined in the top-most box 
of Figure 1.  This process removes the majority of non-word artifacts that occur because of the 
original hardcopy-to-electronic conversion.  Some of these artifacts included specks, misshapen 
words, improperly-oriented pages, equations, and foreign non-ASCII characters.  Text 
conversion failed for roughly 20 of the exams, which were excluded from the remainder of the 
analysis. 

TF-IDF Algorithm and equations 

Once the text files for each of the exams in the study are created and optimized, the authors 
developed an applet in Visual Basic.NET that would compute the TFIDF score for words in 
target documents.  Specifically, the program prompts for an input document and a folder where 
comparator documents are located.  It computes the TFIDF score for each word in the target 
document based on the words found within text files contained the folder specified earlier.  It 
then generates a list of words and their associated TFIDF scores and outputs that as another text 
file.  Each sample exam is run through this program twice.  One pass compares the exam against 
a comparator set of exams within the same discipline, while the other compares the exam to all 
exams in the repository.  This procedure results in the creation of two word lists.  

For each of the input exams, the TFIDFmod score is developed by subtracting the two word lists 
for each of the target documents, as outlined figure 1.  This step is critical to the process because 
it helps to distinguish between vocabulary used in a discipline from vocabulary used across 
engineering.  Specifically, this approach is used to highlight and further differentiate course-
specific words from other vocabulary on the sample exam by increasing the spread of TFIDF 
values and outputting them as a scored wordlist. 

Post-processing the TFIDF scores 

The wordlist generated from the previous step is plotted graphically.  This step graphically 
depicts the quantity and range of TFIDF values across an exam. P
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Results 

Sample Case –Materials Engineering Exam 

The results below track an exam from a course called “Fracture and Failure of Engineering 
Materials”, which is part of the Materials Engineering curriculum at the University of Toronto 
where we did this research.  The data shows the TFIDF scores for a sample exam from the 
repository.  Table 1 shows a ranked list of words in the target exam, in order of decreasing 
TFIDF scores.  Figure 2 shows the rank of all of the words from the same exam plotted against 
their corresponding TFIDF score.   

Table 1 - Shows the TFIDF scores (top 25 and selected others) for a sample exam from the course "Fracture and Failure 
of Engineering Materials" 

Rank Word ModifiedTFIDF Score 
1 dislocation 0.046749 
2 dislocations 0.016992 
3 cry 0.016379 
4 grain 0.015939 
5 crystal 0.014845 
6 stress 0.013639 
7 material 0.011965 
8 strength 0.010907 
9 deformation 0.008955 

10 creep 0.008446 
11 partials 0.008165 
12 ofll 0.007426 
13 intermetallic 0.007198 
14 subgrain 0.007193 
15 tensile 0.007181 
16 metallic 0.006853 
17 gb 0.006749 
18 hardening 0.006659 
19 boundaries 0.006414 
20 hallpetch 0.006259 
21 crss 0.00569 
22 composite 0.005598 
23 strengthening 0.005518 
24 elastic 0.005376 
25 lattice 0.005137 
…   

200 fact 0.000435 
…   

350 able -0.000104 
…   

450 equals -0.001426 
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Figure 2 - Shows all of the TFIDF-scored words from a course called “Fracture and Failure of Engineering Materials” 

 
The wordlist in Table 1 contains a high number of course-specific vocabulary, especially near 
the top of the list.  This is the expected result as words that are characteristic of the sample 
document are assigned a higher TFIDF score than words that are commonly found on all 
engineering exams.  As the rank gets larger, the number of non-course-specific words increases 
significantly.  Though there are too many words to list individually here, a number of sample 
words at various points along the TFIDF scale are included.  For example, looking at word 350 
“able”, shows that it is assigned a negative value, and this is a direct result of the TFIDFmod 
shrinking the value because it occurs frequently in all of engineering, the discipline, and the 
exam.   

It is also worth noting that there are some “non-sensical” terms that are prevalent on this exam.  
Though only a small portion are seen in Table 1, like “ofll”, “gb” and “crss”, most of them exist 
in the ranks greater than what is shown.  Further, it is important to note that “gb” is shorthand for 
“grain boundary”, and “crss” is shorthand for “critical resolved shear stress”, both of which are 
words characteristic to the course and might be interpreted otherwise.  Other terms such as “ae”, 
“gc”, “ndx”, “derisity”, and many others pollute the dataset even though the exams have been 
carefully processed.  Unfortunately, these words continue to exist on all of the datasets and affect 
the computation of accurate TF-IDF values.  This shows that though the approach shows promise 
to distinguish course-specific words from “everyday” language, there remain many artifacts that 
compromise the accuracy of using this method as currently defined.   P
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Figure 2 graphically depicts the words and their corresponding TFIDF score, ranked in 
decreasing order going from left to right.  The data show that there is a small subset of 
vocabulary – seen here as being ranked from 1 to  roughly 50 – that have a much higher TFIDF 
score than the majority of other words on the list.  That is, a few words have a high TFIDF score 
while the majority have a consistently lowscore.  It is also important to note that the tail of the 
data in Fig. 2 shows a downward (negative) trend as it approaches the lowest TFIDF scores.  In 
the wordlist, these words are typically nonsensical artifacts that pollute the dataset and are not 
course-specific. 

Discussion 

Critique of the Approach as situated in the Literature 

The TD-IDF method is one in a spectrum of approaches that range in utility and feasibility when 
applied to investigating the  discipline specific terminology in a course.  Ideally, a method can be 
found that is easy to employ with minimum effort by the instructor (i.e. highly feasible), and 
produces a list that is of high value to the freshman student (i.e. of high utility).  On one end of 
the spectrum there are approaches that examine just the frequency of words (e.g.  Zipf’s Law12, 

13, 18) and these approaches are highly feasible but low in utility.    Frequency information is 
useful as it explains how ‘conversational-sounding’ the text is12, and which words are used more 
or less frequently than others, etc. but it does not provide much utility towards the purpose 
identified here.  The ease of implementation is high though, because documents can be submitted 
to a software program that tallies the occurrences of each word and graphs this information.  The 
shape of the graph can then easily be used to characterize the language.13, 18   

Conversely, there exist approaches that use synsets, or the relationship of words to one another 
using language corpora, that can be used to characterize language on documents.13, 14  These 
approaches rely on comparing the meaning of words to one another, and these meanings are 
identified using tools such as WordNet, etc.  These synset-based approaches produce a large 
quantity of rich data about the vocabulary.  This information would include the meaning of 
words in sentences and how they evolve with the context in which they appear.  Though very 
informative and thus high in utility, the feasibility of using such approaches is low because the 
amount of information required about the vocabulary being explored a priori is high.  For 
example, the corpora used in identifying meaning needs to be continuously updated by an expert 
(or the instructor) to take into account the ever-changing vocabulary.  As such, synset-based 
approaches require a large amount of support to produce and use corpora that include not only a 
list of words, but also information about how they associate.  This may be preferable, but also 
necessitates the creation of a large back-end support system versus an overly-simplistic 
frequency analysis approach that does not provide much utility. 

The method we have identified, a modified application of the TFIDF algorithm, works toward 
creating a dataset that has higher utility than pure frequency analysis yet is more feasible to 
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implement than synset-based approaches.  This is because the approach does not require multiple 
corpora and systems to understand the specific meaning and relationships between words, but 
instead uses contextual information provided by the comparator document set.  Specifically, the 
user provides comparator sets in the form of groups of exams or other teaching materials.  Users 
are not required to know specific details about the comparator sets, other than the course and 
disciplines, but they need to provide the document sets in a machine-readable format.  This 
approach is a tradeoff between utility and feasibility because although it requires some 
contextual information, which comes in the form of other documents, it does not require a 
continuously-updating support system to update the meanings and relationships between words.  
As such, the TF-IDF method has a higher utility than purely a frequency analysis approach, 
while also being more feasible to implement than approaches based on synsets, yet still provide 
information that can assist us in separating discipline-specific language from others.   

One can imagine a system that automatically files final exams into a database based on course 
information and a few key words that identify the field, e.g. materials science fundamentals or 
materials and metallurgy, etc.  The instructor could simply identify the target document or 
documents (such as last year’s midterm exam, or final exam for her course), identify courses in 
the same discipline by course number or keyword, and then hit “run”.  The program would 
automatically produce a word list for her to distribute to her students at the start of the new term.  
For a freshman student a word list like this lessens anxiety about what they need to learn and 
creates a starting vocabulary of terms relevant to the field. 

Critique of the Methodology as it exists right now 

The preliminary results suggest that the modified TFIDF approach is able to distinguish 
discipline-specific vocabulary from other words.  The methodology is soundly grounded in 
existing methods of automated indexingand  the TFIDF lists that we have produced appear to be 
largely discipline-specific for the first 50 or so words.   

This method needs further improvement to eliminate artifacts before progressing further. The 
data currently shows a high number of nonsensical terms that do not appear to be in the English 
language.  Specifically, the data contains terms like ‘ofll’ and ‘gb’  Ideally, artifacts would be 
eliminated before TFIDF calculations are made.  However, this is not a straightforward task 
because of the use of acronyms and other anomalies in engineering jargon.  Suggested 
approaches to this problem are as follows.  First, it may be possible to remove words that do not 
include vowels a priori to being scanned.  In doing so, we remove a significant portion of terms 
that might not exist in the English language6, 7 but risk removing important engineering 
acronyms.  Another strategy is to incorporate a ‘spell-checker’ application that can scan text to 
highlight these terms using a combination of English-language as well as existing Corpus-based 
tools such as WordNet.  This approach uses a larger corpus of language comparison tools than 
most word processors because it can draw on language from engineering corpora as well as 
standard English corpora.  However more involved, this second strategy does not remove words 
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automatically and thus ensures that the process is not removing vocabulary that may be pertinent 
to the student, like technical jargon.  However, as a result, each word on the outputted wordlists 
would need to be extracted manually and this could be a lengthy process that reduces the 
feasibility of a computational approach for an instructor.  Such a method might also be used 
instead to highlight terms on the final outputted list.  This way, an instructor can visually see 
words that appear high in the TF-IDF lists and appear in relevant corpora as well.  Ideally, a 
combination of the vowel-removal and corpora-scan methods could be employed to remove as 
many non-English words as possible to maximize the effectiveness of a computational approach 
characterizing the language in engineering courses.  As an added benefit an instructor could 
input a draft of an exam or other piece of course material and explicitly identify the vocabulary 
they are testing. 

Conclusions 

This study uses a modified approach from the field of computational linguistics to characterize 
vocabulary on engineering exams.  The objective is to increase the transparency of learning 
outcomes expected in an engineering classroom, specifically the development of a professional 
vocabulary.  By using a repository of 2229 exams, a modified term-frequency inverse-document 
frequency (TFIDF) algorithm assigns a weight to each word in an input exam by comparing it to 
the occurrences of those words across all exams; the weight represents the degree to which that 
word is characteristic to that document.  The data show that this method does appear to 
preferentially give course-specific words higher ranking.  However, we also found that these 
wordlists are polluted with non-English words and that further work in cleaning the input text 
files a priori is required.  The next step is to refine the algorithm and test it with users. 
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