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Abstract 
 

Speech and language development in children is crucial for ensuring optimal outcomes in their long 
term development and life-long educational journey. A child’s vocabulary size at the time of 
kindergarten entry is an early indicator of learning to read and potential long-term success in school. 
The preschool classroom is thus a promising venue for monitoring growth in young children by 

measuring their interactions with teachers and classmates. Automatic Speech Recognition (ASR) 
technologies provide the ability for ‘Early Childhood’ researchers for automatically analyzing 
naturalistic recordings in these settings. For this purpose, data are collected in a high-quality childcare 
center in the United States using Language Environment Analysis (LENA) devices worn by the 

preschool children. A preliminary task for ASR of daylong audio recordings would involve 
diarization, i.e., segmenting speech into smaller parts for identifying ‘who spoke when.’ This study 
investigates a Deep Learning-based diarization system for classroom interactions of 3-5-year-old 
children. However, the focus is on ’speaker group’ diarization, which includes classifying speech 

segments as being from adults or children from across multiple classrooms. SincNet based diarization 
systems achieve utterance level Diarization Error Rate of 19.1%. Utterance level speaker group 
confusion matrices also show promising, balanced results. These diarization systems have potential 
applications in developing metrics for adult-to-child or child-to-child rapid conversational turns in a 

naturalistic noisy early childhood setting. Such technical advancements will also help teachers better 
and more efficiently quantify and understand their interactions with children, make changes as needed, 
and monitor the impact of those changes. 

 
† This work was supported by the National Science Foundation (NSF) under Grant Award #1918032 (PI: Hansen), NSF Grant Award 

#1918012 (PI: Irvin), Kentucky Race to the Top Early Learning Challenge Grant Award #S412A130045 (PI: Rous) 
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Introduction 
 

The diversity of language background, socio-economic conditions, development level, or potential 
communication disorders represents a challenge in the assessment of child speech and language 

skills1. The language environment of young children plays an important role in the development of 
speech, language, vocabulary, and thus, thinking and learning ability, and has an impact on the 
lifelong outcomes for the child. The quality and number of interactions in a rich language 
environment help support essential language development outcomes in early childhood2. Thus, early 

childhood researchers are focusing on analyzing classroom interactions of preschool children to 
monitor and provide proactive support to them. Due to the vast amount of daylong recordings to be 
analyzed, the usage of automated speech processing and machine learning techniques would be 
highly beneficial. 

 
The preliminary task of analyzing such data environments involves Speaker Diarization, i.e., 

segmenting and tagging 'who spoke when', followed by Speech Recognition, Keyword Spotting etc. 
In this study, we perform Speaker group Diarization on child-adult and child-child interactions of 

preschool children in naturalistic active learning environments. The audio data were collected using 
LENA devices3,4 worn by the children (Figure 1) in different classrooms at different times. The 
recordings continue as subjects move around during a school day and are paused during nap time. 

 

Specifically, a SincNet-based Speaker Diarization system that uses oracle segmentation is 
presented. Additionally, we analyze classifications of different speaker groups, which provides 
insights into how the results can be improved. 

 

Modeling Speaker Characteristics 
 

i-Vectors5,6 are fixed length vectors that characterize speaker identity from arbitrary length sequential 
data (i.e. speech samples) and are traditional features for speaker recognition6. They have also been 
used for language recognition7, accent recognition8, emotion recognition9 etc. 

 
DNNs10,11,12 can be used to directly capture language or speaker characteristics. They have provided 
improved results over i-Vectors using Mel-Frequency Cepstral Coefficients5 or Filterbank 

Coefficients5 as features. But these standard features smooth the speech spectrum, discarding crucial 
narrow-band speaker characteristics such as pitch and formants. The current standard framework 
consists of a discriminatively trained DNN that maps variable-length speech segments to embeddings 
called x-vectors12. x-Vectors are deep speaker embeddings based on time-delay recurrent neural 

network architecture. It has provided excellent results for speaker recognition12, diarization13 and 
language recognition14 with innovations being actively researched. 

 
Previous work on child speech utilized i-Vectors15,16 and x-Vectors17 as features for speaker 

classification. SincNet-based speaker identification model18 has been used in university classroom 
settings19 as well as for adult vs. child speech classification20 with good results. 
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Previous work on this dataset15 used much lesser data and fixed segments of length 1.5 seconds with 
a Support Vector Machine (SVM) backend for classification. A recent work16 with more data 

transcribed for the dataset, used Deep Neural Network (DNN) modeling with i-Vectors as features 
provided promising results. 

  
 

Figure 1. LENA device in jacket pouch (left) and an illustrative preschool classroom (right) 

 

Dataset Details 

 
 

Speaker group 
/Dataset 

 

Primary 
Child 

 

Secondary 
Children 

 

 
Adults 

All 
speaker 
groups 

Training set 2:37:39 3:32:19 7:45:21 13:55:19 

Development set 1:34:55 1:37:30 2:44:02 5:56:27 

Test set 0:55:05 0:57:52 1:24:23 3:17:20 

Overall set 5:07:39 6:07:41 11:53:46  

Table 1. Dataset split in terms of duration (hh:mm:ss) for training, development and test sets as well 
as speaker groups of Primary Child, Secondary Children and Adults 

 
The dataset in this paper consists of spontaneous conversational speech recorded with the help of 
LENA recording units attached to the subjects in a high quality child care center in the United 
States. The 48 recording sessions have children who are 3 to 5 years old. About 15 hours of child 
speech was manually transcribed by the CRSS transcription team at UT Dallas. Another 28 hours of 

adult speech from 4 teachers/caregivers were manually transcribed as well. A total of 79 hours of 
speech and non-speech child and adult data was tagged by our transcribers. Out of these, 27 
randomly selected sessions were divided into training, development, and test sets for initial 
investigation of a SincNet-based diarization system. Transcribed segments of less than 1 second of 

duration are not selected, as any audio of lesser duration mostly has pseudo-words like 'hmm','aah' 
etc. This allots 22,698 utterances in training set, 9,628 utterances in development set and 5306 
utterances for testing set. 
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Method 
 

Figure 2. System block diagram for SincNet-based diarization system that classifies speech segments 
from daylong recordings using oracle segmentation 

 

The system block diagram (Figure 2) presents the approach for learning AM-SincNet models using 
training data and evaluating them on testing set, based on best performance on development set.  

 
The classification task is to map quick conversational turns from the LENA audio data as being from 

Primary Child (PC), Secondary Children (SC), or Adults (AD). Here, PC carries the LENA recording 
device on his person, while SC/AD are the other children/adults that are recorded by the PC's LENA 
device. In some sessions, an adult carries the LENA device, and all children in such sessions are 
marked as SC. Transcripts provided by CRSS transcription team are used as oracle segmentation for 

speech activity detection. Thus, final evaluation involves comparing the predicted classes for the 
segmented audio files to their actual class value based on human transcription. 

 

AM-SincNets for child vs adult speaker characteristics  
Convolutional Neural Networks21 (CNNs) have been outperforming i-Vector-based and Deep 
Learning-based systems. They are used along with raw waveforms22 to learn low-level speech 
representations, capturing important speaker characteristics such as pitch and formants. 

 

Parameterized sinc functions that represent band-pass filters have been used to discover more 
meaningful filters in the first convolutional layer. This interpretable architecture18,23 provides better 
results than conventional CNNs and has faster convergence with fewer parameters. The cumulative 
frequency response characteristics learned by SincNet correspond to pitch and formant of an adult 

male or female. These are better than those of a CNN, due to the interpretable filters and are 
proposed for better classification of adult vs child audio. The hypothesis is that the architecture has 
potential discriminative capability between adults and children by automatically learning filter 
frequencies corresponding to the same. 

 
Additive Margin SincNet24 (AM-SincNet) replaces the Softmax layer of the SincNet with Additive 

Margin Softmax which introduces an additive margin to its decision boundary. The advantages 
include better inter-class separability and intra-class clustering, making it ideal for classification and 

verification tasks. The experimental setup in AM-SincNet architecture block is the same as the setup 
in the original paper18. Experiments are conducted for margin values varying from m=0.05 to m=0.9 
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with step size 0.1. The best results are obtained for m=0.15, so only these are explored further. 
 

Results and Discussion 
The best performing model on the development set in terms of frame-level DER, is evaluated on the 
test set. Diarization error rate is the metric for evaluating the diarization performance. 

 

Diarization Error Rate 
Diarization error rate (DER) can be defined as the sum of errors due to incorrect speaker (Espkr), 
missed speech (EMISS), false alarm speech (EFA) and overlapping speakers (Eovl). 

 

DER= Espkr + EMISS + EFA + Eovl 

 

Since oracle speech segments are used, only first type of errors are reported. DER on the 
development set using the proposed system is 27.5% while DER on the test set using the proposed 
system is 19.1%. 

 

Confusion Matrix for PC, SC and AD 

 
Predicted 
/Actual 
Primary 
Child 

Primary 
Child 

 
78.41% 

Secondary 
Children 

 
11.12% 

 
Adults 

 
10.50% 

Secondary 
Children 

 

20.82% 
 

81.81% 
 

8.38% 

Adults  

0.77% 
 

7.07% 
 

81.12% 

 

Table 2. Confusion matrix for AM-SincNet model for Primary Child, Secondary Children and 
Adults as the speaker groups 

 

Confusion matrices for the three speaker groups are compiled (Table 2) for a better understanding 
of the error rates for the AM-SincNet model with margin=0.15. Here the horizontal rows represent 
actual classification of the utterance-level speech segments, while the vertical columns represent the 
predicted classification of the utterance-level segments. Thus, the diagonal of this matrix contains 

the percentage of correct predictions by the corresponding model. 
 

In table 2, the AM-SincNet model provides accurate predictions of 78.41% for PC, 81.81% for SC 
and 81.12% for AD speaker group. Thus, PC speaker group performs slightly worse than SC and 

AD speaker groups. This could be attributed to the disproportionate data distribution for PC class 
(22.1%) Vs. SC (26.5%) and AD (51.4%) classes. The data imbalance ensures low false positives 
(FP) for AD than for any other class. The highest FP is for SC class being predicted as PC, which is 
likely when the SC are close to PC and interacting with him/her. PC and SC are predicted as AD 

around 8-11% of the time. These near-balanced results with good performance for PC can be 
further improved with better modeling and algorithmic advancements. 
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Application for predicting talk time  
A practical application for our system involves the prediction of talk time for the different speaker 

groups by summing the individual segment classifications. We can compare the actual and the 
predicted talk times using figures 3 and 4. Corresponding to analyses from confusion matrices, it can 

be seen that PC and SC classes are predicted lesser than their actual duration while AD is predicted 
to have higher talk time than is the reality. With better precision, these details can be useful to 
teachers in planning their classes for improved participation and more equitable talk time among the 
participants. 

 

 

 

Figure 3. Actual talk time for speaker groups of Primary Child, Secondary Children and Adults 
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Figure 4. Predicted talk time for speaker groups of Primary Child, Secondary Children and Adults 
using AM-SincNet model 

 

Conclusion and Future Work 
This study investigated AM-SincNet architecture for child vs adult speaker group diarization and 
provided promising results for classifying oracle segmentation. Further investigation revealed AD 

speaker group has the lowest false positive rate, probably due to higher data proportion. SC is 
predicted as PC- almost twice as much Vs. PC predicted as SC. This could also be due to slightly 
higher proportion of SC data Vs. PC data overall. Thus, SincNet embedding distinguished group 
characteristics of the input signal with impressive DER of 19.1% on the test set. The classified 

speech segments can be summed to measure the total talk time for individual speaker groups. The 
predicted talk time matches the actual talk time with a difference of around 12 minutes between the 
groups. For future work, advanced modeling in terms of architecture and more balanced data could 
help in improving the performance. Better performance will be very helpful as diarization is 

preprocessing step for further systems like Keyword Spotting, Automatic Speech Recognition, and 
Word Counting. 
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