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Applied Ethics via Encouraging Intuitive Reflection and 

Deliberate Discourse 

 

Abstract 

Artificial intelligence’s (AI) widespread societal impact means that students of all 

disciplines will be working in roles adjacent to this new technology. As a result, they 

need to understand how to appropriately navigate and behave ethically in practice. The 

purpose of this paper is to introduce and detail a learning intervention intended to 

enhance the ethical behavior of future AI developers and engineers. The SIMDE 

conceptual framework was developed to offer a basis for understanding the pre-rational 

aspects of ethical decision-making as they are carried out into deliberate discourse in a 

social space amongst peers. To investigate the SIMDE framework, students were asked to 

solve a professional AI ethics problem in a dilemma-based seven-step learning activity. 

The qualitative results of this paper examine how constructs in the SIMDE conceptual 

framework were present in student responses, and what students learned from peer 

discourse that led them to either justify their gut-reaction decision or change their mind. 

We found that students are impacted by perspective-taking, they use reasoning to defend 

their position rather than seek and appraise truth, and moral self-reflection helps them 

learn more about themselves. Moreover, even when students learn new information and 

improve their reasoning, they are not inclined to change their minds from their initial 

intuitive judgment. This finding supports literature that suggests ‘reasoning’ can only go 

so far in the ethics curriculum if behavioral change is the goal. More interdisciplinary 

educational research is necessary to design an ethics curriculum that can appropriately 

prepare future AI professionals for the demands of industry. 

 

1. Introduction 

This evidence-based practice paper details a novel learning intervention for applied ethics 

education curriculum that leverages students’ intuitions as a precursor to the ethical decision-

making process. In 2004, Bertolami voiced a concern that ethics is boring: “Most ethical 

principles are simply too abstract, dry, and off-putting to have any practical effect.” [1, p. 417]. 

Yet, as artificial intelligence (AI) becomes more pervasive, and more students outside of 

engineering and computer science disciplines will work with AI, ethics education becomes 

increasingly critical. 

Fortunately, scholars have worked to update ethics curricula in engineering and technology 

departments to attempt and make ethics more practical. And, in AI curriculum specifically, ethics 

are often “embedded” in the nature of the AI development lifecycle from data considerations and 

sociotechnical effects of unchecked bias in AI models [2], [3], [4]. Unfortunately, ethics still 

seems to be cast away as unimportant and disconnected from the reality of work [5]; Moreover, 

the practical ethical skills that students learn may not lead them to the societal outcomes we want 

[6]. 



There is some debate about whether ethics is the responsibility of a technical curriculum or an 

interdisciplinary effort from the university [2], [5], [7], [8]. While it is likely that benefits can 

come from multiple parties taking responsibility for ethics education, the goal of ethics education 

is also under debate [6]. Many progressive ethics curricula, beyond those that just review 

theories and codes of ethics, have focused on reasoning as an updated and noble pursuit [6], [9], 

[10], [11]. However, even if ethical reasoning practice is grounded in real-life scenarios, recent 

evidence suggests that action is more linked to emotion, identity, moral engagement, and 

intuition [12], [13], [14]. Higher ethical reasoning skills may not lead to more positive ethical 

action [15] and thus calls for reformatted ethics education goals [11]. As a result, the ethics 

curriculum faces a challenge to foster an environment where students learn how to make 

decisions with positive ethical outcomes when working in technical environments. This paper 

details the learning design of an educational intervention intended to enhance the ethical 

behavior of future AI developers and engineers. By exploring how personal aspects of morality 

impact professional ethics scenarios, students may better understand ethical requirements in 

organizations and behave more ethically as a result. 

2. Background 

Education about AI, for both technical and nontechnical students, often includes an ethics 

component [16], [17]. However, the content of this ethics component can vary from focuses on 

technical constructs like privacy, transparency, and explicability, to focuses on social constructs 

like inequality, justice, and human autonomy [3], [18]. And while this ethics content is often 

taught in a traditional rote-knowledge-centric manner, rather than applied practice-based 

methods [19], [20], there have long been attempts to study and improve ethics curriculum in a 

practice-oriented way [21], [22]. However, despite good intentions, these applied ethics 

education strategies may still carry misguided learning goals that do not reflect foundations from 

moral psychology [11]. Specifically, a misguided aim that reasoning is touted as a first-mover 

toward enhanced ethical behavior and outcome from students.  

While an extensive review of the evolution of ethics education is outside the scope of this paper 

(see [22]), there have been a few noteworthy strategies to implement applied ethics in technology 

and engineering-adjacent classrooms. For instance, Bairaktarova and Woodcock [23] developed a 

motivational model to emphasize a path toward behavior, with implications for pedagogical 

implementation. Hess et al. [10] conducted a five-semester study to examine pedagogical 

strategies for increasing ethical reasoning and empathic perspective-taking. And Fox and Beiter 

[24] leverage intentional failure to reach more critically appraised ethical decisions in 

engineering. Building from these strategies, there have then been calls to move toward ethical 

behavior and ethical action as the necessary goals for ethics education [6], [25], [26]. 

While achieving ethical action is complex, the following steps give a high-level descriptive 

account of how ethical action is reached. First, an eliciting situation triggers moral intuitions 

(including emotion). Then, an a priori intuitive judgment is formed. Following that, post hoc 

constructions work to reason and justify the intuitive judgment. Then, from a combination of 

personal moral beliefs and values, ethical action is taken in accordance with the judgment [13], 

[27], [28]. 

 



3. SIMDE Conceptual Framework 

This study was motivated and guided by the Social Intuitionist Model (SIM) [13] and Jürgen 

Habermas’s theory of Discourse Ethics (DE) [29], [30]. While more detail on each theory is 

expanded on in subsequent sections of this paper, and the full philosophical defense of each 

theory is out of scope, the key contributions of each theory follow. The SIM provides us that 

intuitions are the primary link (rather than reason) in the resulting judgment, and subsequent 

decision, from an eliciting situation. DE provides us grounds that say the only valid ethical 

norms come from agreed and consensual peer discourse. Refer to Fig. 1 to see how these two 

theories are connected in the classroom learning intervention.  

 
Fig. 1. Connection of SIM based learning intervention design to elicit ethical action from ethical 

dilemmas with DE. 

 

The foundations of the SIM and DE originate in two different fields (moral psychology and 

social theory) but both maintain compatible philosophical origins. Prima facie, they seem 

contradictory: DE says that moral principles are derived from rationality, whereas SIM says that 

moral judgment comes primarily from non-rational cognition. However, both maintain cognitive 

origins of morality; where morality can express propositions that are true or false. It is a matter 

of sequence; SIM understands the cognitive formation of morality (pre-rationality to judgment) 

and DE understands the post-judgment rational procedures to form moral principles. For the 

remainder of this paper, I will refer to this as the SIMDE conceptual framework. And while not a 

necessary component of this conceptual framework, the political theory of Deliberative 

Democracy (DD), also originating from Habermas, helps reify the resulting moral principles 

from DE and brings an emphasis to the practical implications of decision-making [31].  

Together, the SIM first provides an underlying descriptive account of how ethical decisions are 

formed, and second, DE informs pedagogical implications for talking about ethics in group 

discourse; First accepting psychological limitations of ethical decisions, and second, leveraging 

rational discourse to overcome individual limitations to form valid ethical norms. The following 

section details the learning intervention and how this SIMDE conceptual framework was 

pedagogically implemented.  

 

 



4. Design for the learning intervention 

The classroom environment is organized around two principles. First, inspiration from the Social 

Intuitionist Model for moral judgment de-emphasizes private reasoning and instead highlights 

that intuitive feelings and moral attitudes toward situations are the predominant factors that 

impact decisions. Second, as social and cultural influences sway decision-making more than 

private reflection, the classroom is organized around Discourse Ethics. Through deliberation and 

communicative action, this theory provides a procedure for deriving concrete ethical norms from 

abstract concepts. In this learning design, students internally investigated their moral tensions 

about an ethical dilemma and practiced deliberative discourse among peers to understand the 

complexity and multiplicity of ethical decision-making. 

Before the learning intervention began, students were given a pre-reading assignment as 

homework a week before the classroom activity. In this homework, students reviewed the 

Markkula Center for Applied Ethics’ framework for ethical decision-making [32] which gave a 

basic overview of how ethical theories can impact decision-making, and students were given a 

list of ethical principles that apply to AI in society [33], [34]. Short introductory video lessons 

about AI were also given to students, provided by UNESCO [35]. These short assignments 

before the learning intervention helped ensure students had similar levels of base knowledge 

about AI, ethics, and general decision-making processes. The following subsections describe the 

learning intervention chronologically as the activity progressed in class. These sub-sections 

describe the activity and then pedagogical elements about each stage’s pedagogical benefit and 

connection to the SIMDE conceptual framework. 

4.1. Dilemma 

The learning activity began with a dilemma, which all other questions and decisions were 

derived from. The students were read the dilemma in class and given a digital handout at the 

same time. It was important that they did not see the dilemma before the learning activity began. 

The dilemma (named Alaina’s Dilemma) was concerned with a hypothetical AI developer, 

Alaina, at an AI-based real-estate firm. In the fictional case, she developed a product that would 

identify ideal locations for real estate investment, reduce construction costs, and time and 

resource requirements. Moreover, she was under pressure from her financially struggling 

company to release a beneficial product. The problem was that she found, at the last minute, that 

the product contains substantive biases that disadvantage low-income areas and favor affluent 

high-income buyers—leading to further inequality in the (un)affordable housing crisis. She had 

to choose between releasing the product immediately for short-term financial gains (job stability 

and company growth) or investing more in the product to balance biases and fairness metrics in 

the algorithm (societal well-being). Students were asked whether they would choose the former, 

option A, or the latter, option B. With written instruction and verbal reminders, the students 

were asked to write down their gut reaction—their instinctual choice—without intentionally 

reflecting or reasoning. 

Teaching ethics purely by theory or principles cannot appropriately account for the complexity 

that professionals face in practice. [20], [36], [37], [38]. Thus, case-based pedagogy attempts to 

reduce the abstraction found in theory yet tame the complexity found in practice to be useful in 

the classroom. The use of cases in education has long been used and can center learning around 



specific real-world scenarios; And is in line with the “first” principle of instruction, “learning is 

promoted when learners are shown the task that they will be able to do or the problem they will 

be able to solve as a result of completing a module or course.” [39, p. 45]. Moreover, the use of 

case-based pedagogy in ethics education has been linked to increased decision-making abilities 

and sensitivity to recognizing ethical issues [40], [41]. Similarly, grounding the learning in a 

problem rather than traditional lecture formats promotes moral and ethical development in 

students [42]. Now, the use of a dilemma is a key tenet in this study. 

The intention of the ‘dilemma’ as a first step is to create moral tension and ambiguity 

surrounding a “correct” answer. This can simulate that situations are not black-and-white, and 

can promote more critical analysis and judgment about the case rather than defaulting to an 

“easy” answer [36]. This tension in the dilemma provides a root to investigate and unveil the 

conflicting moral values in everyday decisions. In provoking these moral tensions, the emotions 

surrounding a case can be more apparent—activating an overlap between emotional cognition 

and rational cognition—which can both help students learn and also help transfer skills from 

practice to real life [43]. Moreover, as Johnson et al. [41] found, cases comprised of more mixed 

and negative outcomes may improve students’ ethical decision-making and ability to make 

ethical decisions. While the dilemma in this present study was not weighed toward any positive 

or negative outcomes, the lack of clarity for a positive outcome may encourage students to think 

more critically about the case. Centrally, hinging the learning activity on a dilemma-based case 

provides a stage to deepen critical thinking, elicit moral intuitions, and transfer ethics in practice 

to real life. 

4.2. Intuition inventory 

Following the dilemma, the students were asked to turn to the in-class digital worksheet that 

contained all the relevant questions and prompts for this learning intervention. First, students 

were asked to write down the emotions, feelings, or intuitions that they believed led them to their 

decision. It was encouraged that students try not to write down rationales or reasons for their ‘A’ 

or ‘B’ decisions. Moreover, in this quasi-a priori stage of the activity, students were asked to 

pick, from a list, which ethical principle they felt most at stake. 

The recognition of intuition and its role in how judgments are formed, decisions made, and 

actions taken is the central component of this learning activity. Primarily leveraging the social 

intuitionist model (SIM), intuitions are the primary link between an eliciting situation and the 

formation of a judgment (an evaluation of good or bad). Intuitions hold an invisible weight over 

reasoning and sway reasoning [13], [28]. Teaching students—and professionals—to recognize 

their intuitions can help them more critically evaluate the weight of their actions in a dilemma 

[11], [28], [44]. And to Merrill’s [39] instructional design principles, recognizing intuitions may 

help “activate” learning by connecting the problems in the dilemma to their past experiences as 

individuals. Moreover, it might promote “integration,” or learning transfer, as students will 

associate future cases’ emotional valence with the practice case studies’ emotional and intuitive 

valence [39], [43]. While beyond the scope of the paper, more literature related to morality and 

ethics education about how individuals (e.g. students) are swayed in ethical decision-making can 

be found in the theory of bounded rationality [45] and nudge theory [46].  

 



4.3. Establishing knowledge and sociotechnical fact-gathering 

After students were prompted to consider a priori elements of the decision-making process, there 

was a brief interlude in the activity where the instructor briefly introduced the ethical decision-

making process and how intuitions and emotions sway common actions and decisions. Now, 

students were asked to consider the “facts” of the case. Here, students simply enumerate any 

relevant information they thought was relevant to the decision between option ‘A’ or ‘B’. The 

worksheet prompted them with guiding questions, too, such as: Who are the people affected? 

What groups are most affected? What values, principles, laws, or regulations might be most at 

breach? Or, most important to uphold? How does AI technology impact these decisions? At the 

end of this stage in the activity, students were asked to define the ethical principle they chose in 

their own words, without computer aid, and with an anecdote from their own life. 

This stage begins pedagogical alignment with Kisselburgh et al.’s [47], and Hess et al.’s [10] 

extension, scaffolded, integrated/interactive, and reflective analysis (SIRA) framework. This 

stage expects students to consider the “basic facts” of the case—establishing a grounding of 

knowledge about the sociotechnical space surrounding the dilemma. In this stage, students are 

prompted to specify (give a rudimentary definition for) an ethical principle that they identified in 

the previous stage. This formulated a more formal procedure for ethical reasoning, based on 

Beever and Brightman’s [48] Reflexive Principlism approach. Moreover, this procedure of 

operationalizing an ethical principle as students gather sociotechnical knowledge about a case 

can set the stage for rational discourse [49].  

4.4. Small group discussion 

Once students privately reflected on their intuitions and gathered facts of the case, they were now 

encouraged to speak amongst small groups. By the time of the learning intervention, students 

were already used to working with certain peers in a small group fashion, so students paired with 

these same individuals (i.e., students selected their own groups). In these groups, students 

discussed whether they chose ‘A’ or ‘B’, and what reasons or instincts led them to their choice. 

Moreover, students were asked to go over what facts they thought were relevant and what ethical 

principles were under consideration. Near the end of this stage, students were asked to jot down a 

few things they found interesting after group discussion and whether they changed their mind on 

the option ‘A’ or ‘B’.  

As students entered discussion with their peers, a common practice in the classroom, there were 

two main intentions. First, they were introduced to alternate perspectives and could begin 

perspective-taking to compare and contrast different viewpoints and arguments surrounding the 

dilemma [10]. Moreover, “the most widely discussed method of triggering new intuitions is role-

taking… Simply by putting oneself into the shoes of another person, one may instantly feel pain, 

sympathy, or other vicarious emotional responses.” [13, p. 819]. Second, a central tenet of this 

learning intervention is to rely on—and emphasize—group discussion and discourse in the 

decision-making process. Based on the limitations of the individual (not being as rational and 

objective as we would like), the theory of Discourse Ethics supposes a procedure to procure valid 

ethical norms based on the inclusion and voice of every participant relevant to a problem [50]. 

While this in-class activity cannot achieve such reach, the practice of including others in 

discourse when faced with morally ambiguous dilemmas can foster more responsible decision-



making. Discourse Ethics has been applied to organizational communication and business ethics 

[29], [30], [49] as well as in-classroom pedagogy [51], [52] to achieve more responsible and 

improved ethical development. 

4.5. Expert opinion and hands-on demonstration 

To push students outside of personal beliefs and peer opinion, this stage introduced students to 

(a) expert opinions and (b) real machine learning code relevant to Alaina’s Dilemma. First, the 

expert opinions came from accessible public-facing news outlets that reported on the manner: 

MIT Technology Review [53] and The Lever [54]. Second, the machine learning code was 

demonstrated to the students during class. This was an end-to-end machine learning project [55], 

from downloading and cleaning the data to training and refining the model, which was modified 

for students’ skill level by the instructor. 

Introducing outside perspectives and expert opinions helps induce “safe” conflict in the students’ 

beliefs and perspectives. Here, they further learn to consider outside information in their 

decision-making process and that ethical dilemmas are more than black-and-white problems 

[10], [47]. This may increase “moral tension” in the students (as discussed in the introduction of 

the ‘Dilemma’) and further increase ethical awareness and sensitivity. Moreover, in this stage, 

real ML code was demonstrated to students so they could see how these problems apply in 

practice [39]. Demonstrating real practices to students can help “make it real” for students and 

show how practice in the classroom can translate to real life. 

4.6. Classroom wide discussion 

Students then had the chance to discuss classroom-wide (n = 96). Instead of just between their 

peers, the instructor facilitated the discussion so that students could share their stance about 

choice ‘A’ or ‘B’, and why, to encourage moderated discourse and conflict. Students were 

encouraged to disagree and rebuttal. This resulted in visual “ah-ha” moments for some students 

as they heard counter-arguments to their beliefs. This stage, paired with the previous stage, 

fostered conflict and discourse to go beyond individual and group influence. 

In addition to the pedagogical benefits of discussion and conflict, mentioned prior, this stage 

introduced the possibility for “failure” more than previous stages. For instance, students (a) had 

to hold a level of self-confidence to speak about their decision to the class and (b) accept that it 

might not be accepted by the class, or that others will disagree. Specifically, this stage can draw 

from work on failure-based learning, where “failure” is encouraged in the classroom and fosters 

growth. By accepting some “failure,” students can begin to understand that complex problems 

take time and iteration to fully understand and that there will be conflict and differences in a 

problem-solving environment [24], [56]. In this, the hope is that students accept risk marginally 

more than before; Here, students can recognize it is okay to speak up about something they 

believe in and take a risk that others may not be as receptive. In turn, this stage allows students to 

give a voice to their values. In line with the Giving Voice to Values (GVV) [57] pedagogical 

approach, students practiced post-decision-making skills and further developed students’ 

willingness to express their stances and positions on a decision. 

 



4.7. Final small group discussion and conclusion 

In the final stage of the in-class activity, students returned to their small groups and were asked 

to “balance” their ethical principles in one paragraph. While individual students may have 

selected different ethical principles as most relevant, they could talk to others if necessary to 

complete the identification, specification, and balance of an ethical principle in a certain context. 

Next, students were prompted to write an argument to defend their final decision (option ‘A’ or 

‘B’). In the activity instructions, it was noted that this “argument” could be similar to what may 

need to be said to a manager or board of a company about why option ‘A’ should be pursued 

versus ‘B’, or vice versa. 

As mentioned, students completed the formalized procedure for ethical reasoning as students 

balanced the ethical principle among real-world constraints and alternate perspectives from peer 

discourse [10], [48]. This both implicitly showed that ethical principles need to be contextualized 

and provided a site for data collection for future studies on ethical reasoning in a Reflexive 

Principlism-integrated pedagogical framework. As students wrote an argument, this further built 

communication skills, self-efficacy, and confidence. While it is a simple post-decision-making 

step, the cultivation of strong communication skills is often missed in courses that promote 

ethical development, ethical reasoning, or basic ethics knowledge [25]. 

4.8. Private take-home reflections 

To complete the learning intervention, students were asked to complete a take-home reflection 

assignment. Students reflected on: (i) what they believed impacted a change in their thinking the 

most, (ii) if discussing with others helped them justify their position more or change their mind, 

and (iii) what about AI or advanced technologies uniquely impacts these decisions and thinking 

processes. In addition to these three reflection prompts, general feedback was gathered about 

whether the activity could have been clearer if they (honestly) learned anything and a question 

for “anything else.” Students submitted this take-home reflection assignment, and the learning 

intervention was completed. 

Reflection in learning has been widely recognized as an essential element of learning. As 

students reflect, they consciously explore what they have learned and discover new aspects of 

their thinking [58]. Moreover, reflecting on metacognitive processes is indicative of “better 

learning” whereas the lack of reflection can lead to unsuccessful learning [59]. While the use of 

reflection is essential to learning and internalizing the learning activity, reflection is also essential 

to triggering new intuitions—and recalibrating old intuitions [13], [28]. 

5. Methods 

This learning intervention took place in a junior-level course in the Computer and Information 

Technology (CIT) department titled “Policy, Regulation, and Globalization in Information 

Technology” during the Fall 2023 semester at a large midwestern university. The deployment of 

the intervention took place during one lecture in the latter half of the semester. While 96 students 

were enrolled in the course, not all students attended the lecture on that day, did not submit the 

necessary reflection assignment, or submitted near-blank responses. Therefore, the total sample 



size of this study consisted of 70 undergraduate CIT students. Demographic data such as age, 

gender, or year in school were not collected and thus not reported. 

During the full learning intervention, students submitted three assignments (a pre-, during-, and 

post-activity assignment) along with a quantitative pre-post survey to measure intent to behave. 

The dataset for this present study was limited to the third assignment, the post-activity reflection 

assignment (n = 70 observations). There were six questions in this assignment, and while 

considered holistically at times, only three of the questions were in focus for this study. First, 

data were extracted from student submissions and prepared in an Excel spreadsheet. Here, a 

document-level (all questions per student) code was applied to assess student learning on a basic 

qualitative self-report question (see Results). Then, data were imported to ATLAS.ti 23.4.0 [60] 

to organize the data, facilitate coding, and assist with analytic insights from the dataset. To begin 

analyzing the data, the research team followed a basic thematic analysis [61], [62] and began by 

reading the student responses while taking notes on potential codes and code categories. Then, a 

codebook was created that represented student responses in respect to the principles of the 

learning design. Each student submission was read and codes were applied. See the next section 

for reporting on the data analysis and more detail about the questions that were coded and the 

codes themselves. 

6. Results 

6.1. Feedback on intervention and classroom feasibility 

First, this section establishes a basic understanding of how students responded to the 

intervention. In the take-home reflection homework assignment, students responded to the 

question: “Honestly, do you think this class taught you anything?” Student responses were coded 

in the three following categories, with frequency in parentheses: ‘yes’ (58), ‘no’ (7), and ‘maybe’ 

(5). 

In these open-ended answers, students often expanded on the question and gave detail for why 

they answered ‘yes’, ‘no’, or ‘maybe’. For instance, the following two quotes are from students 

who answered ‘yes’: “Yes, it was interesting to compare my intuitions with my reasoning,” and, 

“This class has really taught me to be more mindful of ethical decisions I make in my career 

endeavors.” Moreover, the following two quotes showcase students who answered ‘no’: “No, but 

that’s because I have taken other courses on ethics,” and, “Unfortunately, I didn’t really learn 

anything mind boggling or different.” Last, students who were coded for ‘maybe’ either 

answered ambiguously or did not answer the question. For instance, “I did gain knowledge that it 

is important to talk to others when making an ethical decision, [but] I personally do not know 

what else I have learned from the lecture,” and, “I would have preferred a standard lecture about 

AI [ethics].” 

6.2. Evidence of SIMDE in the learning intervention 

This section examines how constructs in the SIMDE conceptual framework were present in 

student responses. Students responded to the following question in their reflection assignment: 

“What do you think most impacted any changes in your thinking, or helped you clarify what you 

initially believed?” The open-ended answers to this question were coded for explicit and implicit 



references to the elements in this learning design; the following constructs, with frequency 

counts in parentheses, were found: ‘peer discussions’ (26), ‘class discussions’ (10), ‘reflection’ 

(19; 5 basic reflection, 14 moral reflection), ‘fact gathering’ (9), ‘other specific element of 

learning activity’ (20). These codes were not mutually exclusive. For instance, some students 

mentioned that ‘peer discussions’ and ‘class discussions’ were the most impactful, or any 

combination of the codes, and thus those responses were double-coded. Refer to Table 1 for 

representative student responses for each code category. 

 

TABLE I Students’ Reflections on the Conceptual Framework* 

Code category Representative quote 

Peer discussions 

(26) 
• I think the greatest change to my beliefs developed after discussing 

with my group members and other group mates. Hearing differing 

perspectives helped to grow my frame of view and expose me to 

different moral perspectives. 

• I think communicating thoughts and perspectives with others helps 

with the thinking of possible changes, but also stabilizing what I 

believed. 

• Having time for peer discourse and a primed environment for ethical 

discussions helped students critically think about ethical decisions 

that they otherwise would not have—whether that led them to more 

confidence in their values or more openness to other perspectives. 

Class discussions 

(10) 
• Feedback from the class definitely impacted any changes in my 

thinking along with the group discussion. 

• I think what impacted my thinking most [was] when the class 

discussed the consequences that might befall [other] stakeholders in 

the scenario. 

• Taking discussions out of small peer groups further confronted 

individual beliefs and ethical decisions were being formed from a 

more expansive pool of perspectives. 

Basic reflection 

(5) 
• I think the way I perceive reality, how I was raised, and who I am as a 

person and my surroundings. 

• Reflective thinking, even when not explicitly about morality or values, 

helps students see themselves in relation to others and can promote 

empathic perspective-taking in ethical reasoning  

Moral reflection 

(14) 
• My thinking changed when I reflected on my personal beliefs and 

ethical values. 

• The emphasis on recognizing intuitions during the activity helped 

students reflect on their beliefs and value systems and helped 



change—or inform—paths of thinking in the ethical decision-making 

process. 

Fact gathering  

(9) 
• I believe making small personal research on the specified topic helped 

me clarify my initial beliefs. 

• Elements from the learning design scaffolded the fact-gathering 

process. This helped provide structure and evidence for a priori 

beliefs and knowledge about the case. 

Other element of 

activity  

(20) 

• I liked the transition between individual reflection to small group 

discussion to the whole class. 

• I think what most impacted my thinking was the ethical dilemma that 

was presented to the class. 

• Being placed in an actual scenario where ethical decision-making 

[was necessary] helped put things into perspective and made me 

challenge my thinking. 

• The intentional structure of the learning design helped students 

absorb this non-traditional applied ethics module and the 

“uncomfortable” elements of making difficult decisions helped push 

students to see outside of a black-and-white box. 

* Student quotes are in place text. Each code category contains an italicized bullet point with an 

interpretive analysis of the salient meaning of the quotes. 

 

6.3. Factors in peer discourse that change or justify thinking 

To further understand the role of discussion (peer discourse) on students’ ethical decision-making 

and judgment, students responded to the following question: “Did discussing with other people 

help you justify your position more, or did discussing with other people help you change your 

mind at all?” These responses were each coded for (1) whether discussions changed the student’s 

mind and (2) what about the discussion was mentioned. As a result, 53 students indicated “no, 

discussions did not change my mind,” and 14 students indicated “yes, my mind was changed 

after discussions with others.” Then, students’ responses included four main categories for what 

is was “about” discussions that were most salient. These were, “discussions helped me reason 

and argue my position better,” “discussions gave me new insight into perspectives,” 

“discussions gave me new knowledge,” and “discussions helped, in general.” 

While students who mentioned ‘knowledge’ and ‘general’ discussion elements were split evenly 

(with respect to the ratio of students who changed their mind, ‘yes’, to those that did not, ‘no’), 

the code categories for ‘perspectives’ and ‘reasoning’ were not distributed in proportion to the 

total responses. For instance, while 21% of the students indicated ‘yes’ (discussions helped 

change their minds), 54% of the students who focused on ‘perspectives’ indicated that 

discussions changed their minds. Moreover, not a single student who focused on discussions 

helping them reason indicated discussions changed their mind; I.e., all students who got 



reasoning skills out of the discussion did not change their minds, but rather, solidified and 

justified their existing position. 

For the students who indicated they changed their mind, they most often referenced the effect of 

‘perspectives’ in that they could see new perspectives and hear others’ points of view. For 

instance, one student said, “discussing with other people helped me to change my mind, as I 

could hear the opinions of an entirely different point of view. The discussion helped me see things 

that I would have overseen when thinking about the dilemma by myself.” The second most 

mentioned focus was that students gained new knowledge or information about the case through 

discussions. For instance, one student said, “Discussing with other people helped change my 

mind. It opened me up to new possibilities and implications of unethical AI usage.” 

However, as mentioned, the majority of students did not change their minds. In these cases, 

students noted that they gained reasoning skills or general knowledge about the case the most. 

Moreover, some students who gained perspective-taking argued that it helped their reasoning 

skills, too. For instance, one student said, “I would say it helped justify my initial position 

because although I acknowledged their stances on the matter, I saw flaws in their reasoning and 

thus reinforced my opinion.” Interestingly, one student wrote, “Discussing it with my groupmates 

reinforced my decisions, because I realized we simply have different values.” Similarly, another 

student wrote, “I think discussing my opinion with others made me more aware of other 

perspectives. I wouldn't say it made me change my answer but I gave me more reasoning for why 

I chose my answer and why someone else would choose something different.” These responses 

indicated that realizing different moral perspectives helped the student accept that people have 

different core beliefs about things. Nevertheless, students of the following responses were typical 

and the most common type of response: “I think that discussing with other people helped me 

justify my position even more because it made me argue and defend my position stronger.” Refer 

to Fig. 2 for a diagram that shows the relationship between students changing their minds and the 

aspects of discussions that were most interesting to them. 

 

Fig. 2. Sankey diagram showing the relationship between whether students changed their mind 

after discussion and the most salient aspect of the discussion they held on to. 



7. Discussion 

In qualitative nature, we cannot infer whether students learn more when presented with ethical 

content designed by the SIM and DE principles than they would otherwise. But the results from 

this study showcase that students did respond positively to the novel approach to make intuitions 

front-and-center, and then use peer discourse to attempt to overcome the limitations of our gut-

reaction judgment. Moreover, these results are aligned with evidence from moral psychology that 

students (a) are significantly impacted by perspective-taking [10], [13], (b) use reasoning to 

defend their position rather than seek and appraise truth [63], and (c) intentional focus on their 

morality lead to updated forms of knowledge [28].  

In 2011, Zhong found that “knowing a course of action is wrong is not enough to prevent 

individuals from engaging in the action unless the action also ‘feels’ wrong…” [44, p. 18]. In the 

present study, measures were not used to assess students’ feeling, but nevertheless, the data on 

whether students updated their decision may support Zhong’s finding. Despite students gaining 

substantial reasoning skills and new knowledge about the ethical situation, the students did not 

change their minds. In fact, as seen in Fig. 2., the majority of the students who gained ‘reasoning’ 

and ‘knowledge’ from discussions did not change their minds. This may indicate that students 

need “something more” to change their minds (and thus change their course of action). This may 

be an update or change in how they pre-rationally feel about a situation rather than just what they 

know about a situation. Note, however, that changing one’s mind is not necessarily good or bad; 

the dilemma was presented in a way that there was no correct answer, so a change of mind does 

not mean wrong to right or vice versa. 

These results indicate that more work should be on connecting students’ personal feelings of 

morality and how that connects to professional ethics standards that are expected of them. For 

instance, will students act on an ethical decision if they cannot “feel” the necessity of it? 

Additionally, more work should be done on the role of communication skills. Some students 

mentioned the ability to argue, defend, articulate, and communicate their ethical stance, but this 

learning intervention lacked the depth required to uncover how communication skills changed in 

response to the design of the learning intervention. This is argued by Neeley [25], as well, where 

the focus of communication in ethics education toward ethical action is often missed and 

overlooked. Additionally, from in-class researcher observations, some students were hesitant to 

enter discussions and were reserved while doing so. Future iterations of this learning intervention 

should consider the implications of developing a Brave Space before discussions to set an 

environment where students feel safe to enter morally contentious conversations [64], [65]. This 

may enhance the learning outcomes and better support communication skills, along with future 

recommendations to spend more time on the classroom-wide discussions.  

8. Conclusion 

This evidence-based practice paper introduced a learning intervention that synthesized recent 

findings from moral psychology and ethics pedagogy and qualitatively reported on students’ 

perceptions of the learning intervention. In this, a learning design was detailed step-by-step, and 

pedagogical support for each step alongside the developed SIMDE conceptual framework. By 

qualitatively analyzing student reflections, this study found that students learned something new 

from this one-class-period intervention. Students were receptive to the design of the activity 



itself; reflecting on the role of dilemma-based decision-making and transitioning from individual 

intuitive reflection to deliberative peer discourse was helpful. Moreover, the effects of students’ 

peer discussions were in line with the literature, showing that even when students learn new 

information and improve their reasoning, they are not inclined to change their minds from their 

initial intuitive judgment. Also, this project has warranted more work from these authors that 

focuses on the distillation of this learning design to form an adaptable pedagogical framework 

based on the same founding principles of the SIMDE conceptual framework. As a result, this 

paper supports the need for updated applied ethics education in AI-adjacent curricula to respond 

to the quickly changing needs of future professionals. 
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