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Understanding Ambiguity in Engineering Problem Solving 

Abstract 

 

Engineers are often faced with complex, unique, and challenging problems. Although a core 

activity of engineering is being able to solve complex problems efficiently and effectively, most 

engineering problems contain ambiguous elements. Engineers that are confident handling 

ambiguity are needed to solve real-world problems. Within the literature, engineering problems 

are typically characterized as either well-structured or ill-structured. Ambiguity, if it is 

mentioned at all in the problem characterization, goes undefined. Another issue is that ambiguity 

has only been identified as a structural element of the problem, ignoring how problem solvers 

may experience ambiguity differently in the same problem. Without a better understanding of 

ambiguity in problem solving, it is difficult to develop educational approaches that will teach 

students how to deal with ambiguity.  

 

The goal of this project is to understand the different ways that students and practicing engineers 

experience ambiguity during problem solving. We aim to interview 20-30 senior civil 

engineering students and 20-30 practicing civil engineers on their experiences of ambiguity. 

Interviews will be conducted using artifact elicitation, in which each participant will bring a 

problem they have encountered which they consider to have been ambiguous. Interviews will be 

analyzed using phenomenography, leading to outcome spaces that define a hierarchy of ways 

that each group experiences ambiguity. These outcome spaces will then be used to develop a 

taxonomy of ambiguity that can be used in future studies of engineering problem solving. 

Ultimately, we aim to provide better instructional materials, methods, and tool kits for teaching 

students to solve ambiguous engineering problems. 

 

Introduction 

 

How do engineers handle ambiguous problems? This is a common question pondered by both 

academic and professional engineers. “Maturity of mind is the capacity to endure uncertainty,” 

said John Huston Finley [1], former President of the College of the City of New York, 

Commissioner of the State of New York, and New York Times Editor-in-Chief. In contrast, in 

our previous research a senior engineering student stated “well basically that if you have the 

right equations then you can solve anything,” [2] - [4]. These quotes provide contrasting 

interpretations of ambiguous problems. Finley implies that successfully navigating ambiguity is 

what makes someone an expert, whereas the student views ambiguity as nonexistent because all 

problems are solvable through equations. 

 

Most discussions of engineering problem solving treat ambiguity as a characteristic of the 

problem. However, previous work, as represented by the quote above and Schrader et al. [5] 

indicate that ambiguity in the same problem may be experienced differently by problem solvers. 

Schrader et al. [5, p. 74] argue that “one core task in problem solving is the choice of the 

problem’s uncertainty and ambiguity levels in the process of problem framing.” Another issue is 

that many engineering problems are dichotomously characterized as well-structured 

(unambiguous) or ill-structured (ambiguous).  However, we have found little research that 



specifies different types of ambiguity in a problem or possible individual differences in how 

ambiguity is experienced.  

 

The goal of this project is to address the two issues described above: to help define the scope of 

ambiguity and examine ambiguity as at least partially originating in the problem solver during 

engineering problem solving. We aim to understand the different ways that students and 

practicing engineers experience ambiguity during problem solving. Developing a taxonomy of 

ambiguity will help to provide a deeper understanding of how to deal with ambiguity and how it 

is manifested in engineering problems. Understanding the processes that the problem solver goes 

through will aid us in developing better educational strategies and approaches to handling 

ambiguity. The research question for this study is: What are the qualitatively different ways that 

novice and expert civil engineers experience ambiguity? We are currently collecting data, so at 

this time we do not have any firm results. The purpose of this paper is to describe our plans.  

 

Literature Review 

 

A review of the literature shows that ambiguity has been discussed in relation to personal 

tolerance, but has not yet been defined within the context of engineering problem solving 

(although we recognize that other concepts, such as ill-structuredness, are related to ambiguity). 

Although, most engineering problems are characterized as ill-structured, ambiguous problems, it 

is difficult to understand the problem solvers’ responses to ill-structured problems without a 

clear definition of ambiguity. 

 

Operationalizations of Ambiguity 

 

When determining how to frame our understanding of ambiguity we turned to its place in the 

psychology literature. Three distinct areas of ambiguity are discussed in the psychological 

literature: personality, the psychology of reading, and problem solving. One of the first mentions 

of ambiguity in the psychological literature is the work of Frenkle-Brunswik [6], [7] that 

discusses intolerance of ambiguity. Understanding how a person reacts to an ambiguous situation 

can be helpful when assessing personality [7]. Frenkle-Brunswik [7] demonstrated that children 

who are more rigid in their responses to ambiguous stimuli tend to have a more ethnocentric 

personality and demonstrate authoritarian characteristics. They also tend to reject the unusual, 

need order, and lack the understanding of how good and bad can exist in one person. In the early 

literature, the term ambiguity became synonymous with the terms authoritarian and prejudice [8].  

 

The psychology of reading is another area of research that that operationalizes ambiguity [9] - 

[11]. Reading comprehension theories help to explain how readers handle ambiguity found in 

text. An example of ambiguity while reading is a word that has multiple possible meanings i.e. I 

am going to the bank. Is the bank characterized as a river or a financial institution? Ambiguity in 

language is typically categorized as either lexical (previous example) or syntactic, where 

sentence structures can have multiple possibilities and meanings. Many studies have concluded 

that readers attribute multiple meanings to words in text [12]. The level of activation of the 

correct interpretation is dependent on the frequency and context [13], and the process works 

similarly for sentence structure [14].  

 



Surprisingly, ambiguity is rarely operationalized with respect to problem solving. Schrader, 

Riggs, and Smith [5], to our knowledge, are some of the only researchers to try to operationalize 

uncertainty and ambiguity with respect to problem solvers. They argue that ambiguity and 

uncertainty are two distinct terms. Uncertainty is categorized as lacking information whereas 

ambiguity is categorized as lack of clarity of relationships. Reducing uncertainty can be done by 

gathering information and building models, and problem framing can help to diminish ambiguity 

[5]. Schrader, et al. [5] continue to argue that the problem solver determines the level of 

uncertainty and ambiguity when they frame the problem space. For example, if the solver has 

previous knowledge in a similar problem space then ambiguity could be reduced.  

 

Engineering Problem Solving 

 

Although engineering problems are frequently recognized as ambiguous, there is very little 

literature that defines what it means for an engineering problem to be “ambiguous”. Professional 

engineers solve ill-structured, complex problems daily. These problems typically have multiple 

paths to the correct answer. How to reach the correct answer is dependent on the development of 

the problem space and how the individual frames the question. Developing skills to solve these 

complex ambiguous problems is required from students, educators, and professional engineers. 

There has been a significant amount of research on what types of problems are solved by 

engineers [15] - [20], but they primarily focus on the nature of the problems and not on how one 

makes choices in assessing ambiguity while solving them [21]. 

 

Engineering problems are typically characterized as open-ended or ill-structured. Research has 

shown that well-structured problems are simple, concrete, and have a single solution whereas ill-

structured problems are complex, abstract, and have multiple possible solutions [22], [23]. 

Jonassen [19], [23] and Jonassen and Hung [24] developed the most well-known typology of 

problems. The classification of problems included eleven categories when it was first developed 

and was later modified to include ten categories. The problem categories range from algorithmic 

to dilemma. Another group of typologies comes from Johnston [25], Reid and Yang [26], and 

Simon [27] which describe problems from defined to highly ambiguous. While this research 

provides some guidance with respect to possible types of problem ambiguity, these typologies 

fail to describe the role of the problem solver in attempting the problem. Other work has 

indicated that problem-solving strategies were related to students’ epistemic beliefs [2] and that 

students see a strong disconnect between academic and workplace problems [3], [4]. 

 

Current research on how epistemological beliefs affect problem solving does not address the 

question of how the problem solver chooses ambiguity. Instead these studies assume that 

problems have a certain characteristic (e.g. well- vs. ill-structured) and examine the relationship 

between epistemological beliefs and problem solving capabilities. Epistemological beliefs and 

problem solving have been studied across several disciplines in a variety of ways including 

engineering, physics, chemistry, and mathematics [28] - [34]. The results from these studies have 

varied from finding no relationship to finding some significant relation between ill-structured 

problem solving and epistemological beliefs. Most of these studies focus on the characteristics of 

the needs of the problems, ignoring the role of the problem solver. Faber and Benson [35] 

studied how students’ epistemological beliefs affect their problem-solving goals. They found that 



that the instructional context in which the problem was presented resulted in some students 

treating an open-ended problem as if it were closed-ended with a single correct answer.  

 

Novice- Expert Differences in Problem Solving 

 

Novice and experts experience and process information differently when solving problems [36] - 

[38]. Chi, et al. [36] and Ericsson [39], [40] argue that experts rely on large bodies of knowledge 

relating to their skills in that specific discipline. These skills do not always transfer directly to 

other domains. Experts know more about their domains than novices. This therefore allows them 

to perform tasks in qualitatively different ways. For example, Larkin et al. [37] claimed that 

experts have a complex schema of possible solution guides and paths to solving a problem which 

are developed over time. The research on engineering problem solving has focused on design 

problems. Several papers from Atman and colleagues examined problem solving with expert and 

novices by using the think aloud methodology [41] - [46]. The results demonstrated that quality 

of design increased with experience. Experts were also able to articulate their process more 

easily. Ahmed, Wallace, and Blessing [15] found similar results when using an ethnographic 

approach.  

 

Methodology 

 

This study will use phenomenography to define different ways that engineering problem solvers 

experience ambiguity. Marton [47] described phenomenography as bringing together research on 

variation across multiple domains and topics under one umbrella. The result is an outcome space 

defining the variation in the way something can be experienced. In the sections below, we 

describe the anticipated theoretical considerations, sampling, data collection, and analysis 

approach.  

 

Theoretical Considerations 

 

In the current conception of phenomenography there are two important considerations: its 

epistemological assumptions and the use of variation theory to explain how something can be 

experienced differently, although these aspects are intimately related to one another. Variation 

theory describes how the different aspects of a phenomenon are experienced only when there is a 

perceived variation in that phenomenon. Bussey et al. [48] discussed the example of a ripening 

banana as an example of phenomenography. We experience bananas ripening when the color 

changes from green to yellow and eventually to brown. If the banana is peeled, it is no longer 

evident if the banana is ripening because the peel is removed, so no color variation is 

experienced. Thus, “[t]he limited number of features to which one attends and the meaning one 

ascribes to those features will determine an individual’s perception of a given event [48, p. 9].” 

 

The variations in an experience is focused on in phenomenography by viewing the description of 

the nature of the experience [49]. The categories that are developed from the experiences are the 

results of a phenomenographic analysis and explain the variety of ways that an event can be 

experienced by a group of individuals [50]. Individuals can experience a phenomenon in multiple 

ways. In the banana example, the categories of ripeness may be color, taste, and smell. 



Depending on what feature the individuals attends to will determine which category is salient 

depending on how the banana is presented.  

 

The underlying epistemology of phenomenography is non-dualism, which is described by Pang 

[49] and Sjostrom & Dahlgren [51] as the meaning made through an individual’s relationship 

with the world. Meaning is made through variation and that variation only exists when one has 

assigned meaning to both an experience as separate from its context (what Pang [49] calls the 

referential aspect) and the internal structure of the experience. “Structure presupposes meaning 

and meaning presupposes structure. Structure and meaning thus mutually contribute to each 

other in the act of experiencing [49, p. 149].” 

 

Bussey et al. [48] expands on Pang’s [49] description by providing a further explanation of what 

features of variation lead to meaning-making. The three elements described are awareness, 

discernment, and simultaneity. Awareness is that aspect of the phenomenon that someone is 

aware of. If someone is not aware of some aspect, even if there is variation, that aspect will not 

become part of the phenomenon as experienced. Discernment is the ability to focus on that 

aspect and be attentive to its variation. Finally, to fully make meaning one must be aware of 

multiple varying aspects simultaneously. A single feature is insufficient.  

 

Sampling 

 

Participants are being recruited from the civil engineering domain. Phenomenography requires 

that the sample be relatively uniform. If there is an extensive amount of variation in the sample, 

then data synthesis will not be possible to develop outcome spaces. Focusing on the group of 

civil engineers is both a theoretical and pragmatic decision. From a theoretical perspective, civil 

engineers work on complex, ill-structured problems in both academics and professionally. Many 

of the problems also have a social focus (i.e., how will changing the stoplight pattern increase 

commuting of drivers during rush hour?). From a pragmatic perspective, the researchers are in an 

academic unit that includes civil engineering, making it possible to gain access to the student 

population.  

 

We are aiming to interview 20-30 practicing civil engineers and 20-30 civil engineering students. 

For the phenomenographic analysis the samples will be treated as two individual sets due to the 

expected large variation in approaches between novices and experts. The students will be 

recruited from senior-level classes. Senior-level students are chosen because they will have more 

experience than the underclassmen and have experienced several different problem types. We 

will not place restrictions on participation in relation to ability (i.e., grade point average). We 

will oversample both women and underrepresented minorities. The practicing engineers will be 

recruited through the department’s industrial advisory board and alumni list. We will apply the 

restriction that the professionals have at least ten years of experience. We will also oversample 

the professional engineers for women and underrepresented minorities. Interviews for both 

samples will be held in person when possible and using videoconferencing when not.  

 

 

 



Artifact Elicitation Interviews 

 

The interviews will be conducted using a phenomenographic semi-structured approach in 

combination with artifact elicitation [52]. Photo elicitation and artifact elicitation are similar 

techniques and help to provide a means to begin by providing a concrete artifact to ground 

discussion. It also helps the interviewee to clearly describe how they approached a certain 

problem or process.  

 

It is expected that the interviews will last around an hour, but no time limit will be placed on 

them. The participants will be asked to bring two or three examples of problems they have 

worked on that they felt had ambiguity. The interview will start by eliciting from the participant 

what aspects of the problem were ambiguous and why they felt the problem was ambiguous. 

Probing questions will be asked as needed. Some potential probing questions include the 

following: 

 

• What other projects have you worked on that had some aspect that was ambiguous? 

• What do you typically do when you are confronted with ambiguity? 

• What are the different types of ambiguity that you have experienced? 

• What are the differences between an ambiguous and unambiguous problem? 

 

Remaining consistent with phenomenography and variation theory, interviews will focus on the 

different ways participants have experienced ambiguity. We will purposefully ask questions to 

highlight the variations of ambiguity experienced. For example, we will inquire about what 

makes a problem ambiguous or unambiguous, as well as what information would change the 

level of ambiguity. We will inquire about what types of ambiguity are more difficult to deal with 

than others and why. 

 

Data Analysis 

 

Our analysis will follow the approach developed by Marton [50] and Frank [53]. A basic 

overview of this approach is to become familiar with the data, develop an initial draft of the 

outcome space, refine the outcome space, determine the categories each transcript represents, 

refine the draft of the outcome space, then finalize the outcome space [53]. 

 

In phenomenography, the unit of analysis is considered to be the transcript. The interviews will 

be transcribed verbatim and will be read multiple times. This reading will allow us to holistically 

understand how each participant conceived ambiguity. The experiences of ambiguity that are 

defined in the interviews will be identified. Quotes from the participants will be placed in a data 

pool that will be analyzed holistically from the entire group. Akerlind [54] suggests that 

phenomenography considers the range of understandings within an entire group rather than one 

individual’s perspective.  

 

Emergent categories will be used to sort the quotes into the different ways that ambiguity was 

experienced. The transcripts will then be reexamined holistically to identify the way the 

categories are represented. If there needs to be a modification of the categories during this part of 



the analysis it will be documented and updated. Identifying logical relationships between the 

categories is also part of the process. When using phenomenography, it is assumed that there are 

levels of sophistication. In any given experience one needs to experience the less sophisticated 

levels before moving on to the more complex sophisticated ones [55]. 

 

The result of the analysis will be an outcome space, which is a pictorial diagram that displays the 

hierarchy of the qualitatively different ways that one experiences ambiguity. The transcripts for 

novice and experts will be analyzed as two different outcome spaces. If enough commonalities 

can be readily identified then there is a possibility of combining the outcome spaces into one. 

The categories identified through the analysis will be become the taxonomy of ambiguity.  

 

Quality Considerations 

 

To ensure we have a quality study, we have identified potential threats to the research and what 

steps will be taken to mitigate them. One potential threat is that there will be a lack of 

convergence due to differing experiences with ambiguity. The analysis procedure has been 

developed with this potential threat in mind. Using artifact elicitation as part of the procedure can 

lead to potential convergence issues due to the participants bringing a large array of different 

engineering problems. If this happens it could lead to an interesting result of how ambiguity can 

be experienced across an array of different problems, but this would limit the possibilities of 

being able to develop an outcome space. There will be a potential modification of the types of 

artifacts that are elicited if the pilot interviews display this threat. The protocol can also be 

modified to focus on ambiguity in certain settings.  

 

A second potential threat is the difficulty in bracketing the experience of the two groups. The 

analysis for each group could be done in parallel or sequentially. If it is analyzed in parallel, it 

will be hard to immerse completely into both datasets at the same time. If it is done sequentially 

it may be difficult to not allow one dataset’s categories to influence the others. We believe for 

this study it is most appropriate to use a sequential approach. Conversations within the research 

team throughout the analysis will provide a check to ensure appropriate bracketing. 

 

The quality of the project will be reviewed both internally and externally. Externally the quality 

will be monitored by an advisory board and internally it will be monitored by the usage of the Q3 

framework [56], [57]. The Q3 framework focuses on the data collection and data handling 

processes. We will use this framework as a set of guiding questions rather than a checklist. The 

framework focuses on five area for validation: theoretical, procedural, communicative, 

pragmatic, and ethical, as well as process reliability. It then has a series of questions that 

researchers can use as a guide. For example, under process reliability it asks “How can we 

capture and record the constructions of participants’ social realities in a dependable way?” We 

will revisit the Q3 framework in the beginning of the project and throughout as the project 

progresses. We will modify the project protocol as needed when reviewing the Q3 framework for 

quality.  

 

 

 



Conclusion 

 

The literature review illustrates that ambiguity has not been adequately operationalized. Our 

project has just begun, so at this time we are collecting data, but the goal of this project is to 

understand the different ways that students and practicing engineers experience ambiguity during 

problem solving. The result of our project will be a taxonomy of ambiguity developed from the 

outcome space(s). This taxonomy will deepen our understanding of problem solving, allowing us 

and other researchers to further explore the role of ambiguity. For example, the taxonomy could 

be used to develop a series of problems that illustrate different types of ambiguity that are 

experienced by engineers. We can then study the relationships between ambiguity and other 

factors such as domain knowledge, working memory, epistemological beliefs, etc. Understanding 

these different aspects of ambiguity will help to reveal potential relationships with cognitive and 

affective behaviors that affect learning. We will also seek to understand how students respond to 

various levels of ambiguity before developing educational interventions. Ultimately, we aim to 

provide better instructional materials, methods, and tool kits for teaching students to solve 

ambiguous engineering problems. 
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