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#### Abstract

In this paper, we compare the performance of backfilling scheduling algorithms using multiplequeue and look-ahead with the basic aggressive strategy on a multiprocessor system. Schedulers employing backfilling algorithms in distributed-memory parallel system have been found to improve system utilization and job response time by allowing smaller jobs from back of the waiting queue to execute before the larger jobs which have arrived earlier. Backfilling algorithms also overcome the problem of starvation and waste of processing resources exhibited by algorithms like shortest job first and longest job first. We have implemented the backfilling scheduling algorithms with basic aggressive, multiple-queue, and with look-ahead strategy. We compare their performances and investigate the conditions for increasing the utilization and decreasing the fragmentation of the system resources.

The look-ahead backfilling scheduling algorithm attempts to find the best packing possible given the current composition of the queue, thus maximizing the utilization at every scheduling step. It reduces the mean response time of all jobs. We use simulation to evaluate the performance of the scheduling disciplines.


## 1. Introduction

We have installed a Beowulf cluster ${ }^{1,2}$ with 16 computing nodes in one of our instructional labs. It provides a high performance computing environment for our courses. In our previous paper ${ }^{3}$, we focused on a single queue of jobs and discussed three scheduling algorithms in the framework of variable partitioning: Non-FCFS, Aggressive Backfilling ${ }^{4,5}$, and Conservative Backfilling ${ }^{5,6,7}$.

In this paper we focus on the comparison of backfilling scheduling algorithms using multiplequeue ${ }^{4}$, look-ahead ${ }^{8,9}$, and basic aggressive strategy. Our cluster computing lab provides an excellent environment for student projects in several of our courses including Operating

Systems, Data Communication, and Distributed Programming. This paper reports the results of second phase on job scheduling studies in multiprocessor environment.

Schedulers employing backfilling algorithms in Distributed-Memory Parallel System have been found to improve system utilization and job response time by allowing smaller jobs from back of the waiting queue to execute before the larger jobs that have arrived earlier. By arranging jobs in a specific order, we reduce internal fragmentation and improve utilization of the system. Backfilling algorithms also overcome the problem of starvation and waste of processing resources exhibited by algorithm like Shortest Job First (SJF). Conservative and aggressive backfilling algorithms usually use a single queue and ignore user priority ${ }^{1}$. Utilization of the system resources depends on how the jobs are packaged and the order of their execution. We have implemented the backfilling scheduling algorithms using multiple-queue and dynamic algorithms using two look-ahead strategies. We compare their performances and investigate the conditions for increasing the utilization and decreasing the fragmentation of the system resources.

The multiple-queue backfilling scheduling algorithm ${ }^{4}$ is based on aggressive backfilling strategy; it continuously monitors the system for the incoming jobs and organizes them in different waiting queues. There are four waiting queues to separate short jobs from the long ones. When new jobs arrive, the scheduler rearranges the jobs according to their estimated execution time. The system is divided into variable partitions and each partition has the same number of processors. However, if a processor is idle in one partition it can be used by the jobs in another partition. Consequently, the partition boundaries of the system are dynamic.

The look-ahead backfilling scheduling algorithm ${ }^{8,9}$ attempts to find an optimal configuration for the multiple queues. It tries to maximize the utilization at every scheduling step, thereby reducing the mean response time. The jobs are divided into two parts: running and waiting. The jobs that are waiting may be either in the waiting queue or in the selected queue (for execution). All jobs have two attributes: size (number of processors or computing nodes required) and estimated computing time remaining. The system free capacity is defined as the number of idle processors currently not assigned to any jobs. The main task of this algorithm is to select jobs from the waiting queue and assign available processors to them to maximize utilization.

In Sections 2 and 3 we briefly describe each of these algorithms. In Section 4 we discuss the implementation issues. Section 5 shows the simulation results. Future work and concluding remarks appears in Sections 6 and 7 respectively.

## 2. Multiple-Queue Backfilling Scheduling Algorithm

This algorithm is based on aggressive backfilling strategy. It continuously monitors the incoming jobs and rearranges them into different waiting queues. Rearrangement is necessary to reduce fragmentation of the resources and improve the utilization ${ }^{4}$. We define several waiting queues to separate the short jobs from the long ones. The scheduler orders the jobs according to their estimated execution time.

The system is divided into variable partitions and processors are equally distributed among the partitions. However, if a processor is idle in one partition then it can be used by a job in another
partition. In effect, depending upon the work load of the jobs in the partitions, the processors are exchanged from one partition to another. In our simulation the algorithm uses four waiting queues instead of four actual partitions. Initially, each queue has equal number of processors assigned to it. We assume $t_{e}$ represents the estimated execution time of a job and $p_{i}$ represents the partition number where $i=1,2,3,4$. The jobs are classified into partitions $p_{1}, p_{2}, p_{3}$ and $p_{4}$ based on their execution times:

$$
\begin{aligned}
p_{1}: & 0 & <t_{e}<=100 \\
p_{2}: & 100 & <t_{e}<=1,000 \\
p_{3}: & 1,000 & <t_{e}<=10,0000 \\
p_{4}: & 10,000 & <t_{e}
\end{aligned}
$$



Figure 1: Overview of Multiple Queue Backfilling Scheduler simulator

In our implementation, Multiple-Queue Simulator is derived from the base class Simulator. When it receives input jobs it categorizes them into different waiting queues say $\mathrm{P}_{1}, \mathrm{P}_{2}, \mathrm{P}_{3}$ and $\mathrm{P}_{4}$ (Figure 1). The queues hold jobs based on their estimated execution time from 0 to 100,101 to 1,000 , and 1,001 to 10,000 and above 10,000 respectively. We use the MPI programming package ${ }^{10}$, and have the first node considered as a Master and the rest as the Worker nodes. The scheduler program runs in the master node. It divides the computing nodes into groups of 4, 4, 4 and 3 for the queues $\mathrm{P}_{1}, \mathrm{P}_{2}, \mathrm{P}_{3}$ and $\mathrm{P}_{4}$ respectively (the master node does not participate in the computation).

Consider one of the queues in Figure 1, for example $\mathrm{P}_{1}$. It holds jobs whose execution time ranges from 0 to 100 . They are ordered based on their estimated execution time and then the arrival time in case of ties. The scheduler starts checking the number of computing nodes
requested by the first job. If there are enough free processors designated for queue $\mathrm{P}_{1}$, then it records the PBS (Portable Batch Scheduler) ${ }^{6}$ script and starts running that job. Otherwise, the job is sent to another queue called Lobby for Free Nodes where it waits for the free nodes before it can execute. If there is a job at this queue (Lobby for Free Nodes) the scheduler searches for free nodes from other queues $\left(\mathrm{P}_{2}, \mathrm{P}_{3}, \mathrm{P}_{4}\right)$ in order to check if the requested number of computing nodes could be granted. If the answer is yes, then resources will be allocated to that job to start execution. Otherwise, the job is transferred to Ready Queue (not shown in the figure). The scheduler uses the aggressive method to make reservation for the required number of nodes for that job. The same process is followed for jobs in the other partitions.


Figure 2: Overview of Look-ahead Backfilling Scheduler simulator

## 3. Look-Ahead Backfilling Scheduling Algorithm

This algorithm tries to find the best packing possible for current composition of the queue, thus maximizing the utilization at every scheduling step. The jobs are divided into two parts: running and waiting jobs. The jobs that are waiting may be either in the Waiting Queue or in the Selected Queue. The jobs in the Selected Queue are the jobs selected for execution. All the jobs have two attributes: size (number of requested processors) and estimated computing time remaining. The main task of this algorithm is to select jobs from the Waiting Queue and improve system utilization.

In Figure 2, a look-ahead scheduler is derived from the base class Simulator. It receives the incoming jobs from the job file specified by the user. When the scheduler starts, the simulation time is set to 0 and is incremented by 1 after each iteration. Incoming jobs get filed in the Event Queue according to their arrival time. The arrival time of the jobs in the Event Queue is compared with the CPU time. If they are equal, the jobs are moved to the Waiting Queue. Jobs
in this queue are ordered by estimated execution time. Considering only the jobs in the Waiting Queиe, the scheduler builds a matrix of size $(|W Q|+1) \times(n+1)$ where $W Q$ is the Waiting Queue and $n$ is the number of free processors in the system. Each cell of the matrix contains an integer value called util that holds the maximum achievable utilization at this time and a Boolean flag called selected that is set to true if it is chosen for execution. Select Queue selects all the jobs from Waiting Queue with the selected flag set to true. The utilization is calculated according to the number of computing nodes they have requested and what is currently available. The selected jobs then receive the number of nodes they have requested and start to execute.

## 4. Implementation and Interfaces

Some code is similar for both of the scheduling algorithms. Consequently, in our implementation we use a base class called Simulator which contains all similar functions. From this base class, the three needed types of scheduler are derived. This method is illustrated in Figure 3 with the Basic Aggressive, Multiple-Queue, and Look-ahead.


Figure 3: The class hierarchy of the simulators

### 4.1 Methods of Multiple Queues

Our implementation uses two methods for multiple queues: schedule and run.
a. schedule()

This method schedules the incoming jobs arriving at different times. Depending on the estimated execution time, the schedule method sends the jobs into queue $\mathrm{P}_{1}, \mathrm{P}_{2}, \mathrm{P}_{3}$ or $\mathrm{P}_{4}$ as described in Section 2. These are the waiting queues of the multiprocessor system, where the jobs are awaiting for the execution.
b. run ()

When the scheduler determines that resources are available for the first job in a ready queue, it moves the job to the Execute Queue. The method run executes all the incoming jobs in the Execute Queиe.

### 4.2 Methods of Look-ahead Backfilling

Following methods are used for implementation of the look-ahead backfilling algorithm:
a. fillMatrix()

This method creates a dynamic matrix containing the jobs that are in the Waiting Queue. The size of the matrix is $(|W Q|+1) \times(n+1)$. It continuously refreshes this matrix as the jobs in the Waiting Queue are changed.
b. selectJobs()

This method selects jobs from Waiting Queиe. It checks the value of util and the selected value of the jobs in the matrix to select a job for execution. It stores all selected jobs in another queue.
c. $\operatorname{addToRQ}()$

This method sends all the jobs that are in the Select Queue to another queue called Running Queue from where the jobs are executed.
d. refreshWQ()

When the jobs in the Select Queue are sent to the Running Queue this method refreshes the matrix by re-calculating the util value of the remaining jobs.

### 4.3 Common Methods

In addition, there is a common method used by all algorithms: getNumOfFreeProc (). The schedulers call this method to find the available number of free processors.

## 5. Simulation Examples, Results and Analysis

Examples: We evaluated the performance of three algorithms; basic aggressive backfilling algorithm, multiple queue backfilling, and look-ahead backfilling algorithm. The system had 30 jobs which were scheduled in the order shown in Table 1.

## Results and Analysis

The results are show in Figure 4. Note that the waiting time of the jobs in the Multiple Queue is more than the waiting time in the Look-ahead backfilling algorithms. The waiting time of the jobs in the basic aggressive is very small as compared to the other two.

Table 1: Job scheduling order to the system for the three algorithms

| Job ID | Arrival <br> Time | Estimated <br> Time | Nodes <br> Requested |
| ---: | ---: | ---: | ---: |
| 1 | 4 | 10 | 1 |
| 2 | 5 | 20 | 1 |
| 3 | 2 | 50 | 3 |
| 4 | 1 | 54 | 2 |
| 5 | 8 | 50 | 4 |
| 6 | 7 | 86 | 2 |
| 7 | 10 | 71 | 3 |
| 8 | 12 | 82 | 4 |
| 9 | 11 | 91 | 2 |
| 10 | 4 | 215 | 2 |
| 11 | 2 | 210 | 1 |
| 12 | 1 | 220 | 1 |
| 13 | 6 | 250 | 3 |
| 14 | 10 | 254 | 2 |
| 15 | 11 | 250 | 4 |
| 16 | 12 | 286 | 2 |
| 17 | 15 | 271 | 3 |
| 18 | 16 | 282 | 4 |
| 19 | 4 | 291 | 2 |
| 20 | 1 | 215 | 2 |
| 21 | 6 | 1310 | 1 |
| 22 | 5 | 1320 | 1 |
| 23 | 8 | 1350 | 3 |
| 24 | 9 | 1354 | 2 |
| 25 | 10 | 1350 | 4 |
| 26 | 12 | 1386 | 2 |
| 27 | 14 | 1371 | 3 |
| 28 | 7 | 1382 | 4 |
| 29 | 4 | 1391 | 2 |
| 30 | 5 | 1391 | 2 |

If we look at the line graph of each algorithm (Figure 4) separately, it seems that all three algorithms have one thing in common; the execution jobs do not depend on the arrival time. The jobs arriving late may execute before the other jobs that arrive before them. Thus, the algorithms are not fair and do not preserve the First Come First Serve principle. In case of look-ahead, the waiting time depends upon the utilization value of the job at that particular instant of time. The utilization value of each job is calculated by checking the number of requested processors and the number of available computing nodes at that time.


Figure 4: Arrival Time versus Wait Time of the three algorithms

## Requested Nodes versus Waiting Time

Figure 5 shows the waiting time of a job based on the number of compute nodes it needs. In the basic aggressive algorithm, jobs that request more nodes wait longer than jobs that request fewer nodes. For multiple queues, the jobs requesting fewer nodes are executed before the jobs requesting more nodes in that queue. This figure suggests that the look-ahead backfilling algorithm provides better utilization. Further, jobs in Multiple Queue algorithm wait longer than the jobs in the other two backfilling algorithms.

## Estimated Time versus Waiting Time

Figure 6 shows the waiting time of jobs based on their estimated time of execution. Normally, jobs with shorter estimated time are executed before jobs with larger estimated times. However, our result suggests that the look-ahead algorithm does not execute the jobs according to the estimated time of completion. In all three cases presented in our studies Multiple Queue exhibits longer waiting time and look-ahead appears as a better choice.


Figure 5: Nodes Requested versus Waiting Time


Figure 6: Estimated Time versus Waiting Time

## 6. Future Work

There are several potential extensions to this work. The problem of starvation in the basic lookahead scheduling algorithm needs closer examination. The algorithm creates a subset of selected jobs from the matrix. The selected job is based on the number of requested computing nodes and nodes currently available. If a job requires more nodes, there is a possibility that the job might starve. Consequently, there should be an aging mechanism to track how long a job waits and how to make all the nodes available for those jobs that require a large number of nodes ${ }^{8}$.

A second avenue is to explore gang scheduling and co-scheduling. In case of gang scheduling, the tasks can be grouped into a gang and concurrently scheduled on distinct processors ${ }^{11,12}$. Each gang may execute in different time slot as a time sharing system. This is in contrast to batch scheduling algorithms which are non-preemptive. In case of co-scheduling, a job does not execute until it receives a special message from the master node.

## 7. Concluding Remarks

Look-ahead algorithm is simple and does not divide the system into variable partitions. The algorithm proposes an easy way to reschedule the incoming jobs according to their utilization value at that time. Our results suggest that look-ahead scheduling performs better than the other two. In general this algorithm has better performance when the number of processors requested by a job is small.

In Multiple-Queue algorithm, when the jobs require more processors than available in their partitions, the scheduler needs to check for the free processors. Performance improves as more processors become available. In our experiments, we have not tested this algorithm on clusters having more than 16 processors. However, we predict that it can perform better than look-ahead for larger clusters.
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