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Model Eliciting Activities Motivated Problem Solving: An Analysis of
Solution Paths

Abstract

As part of a larger NSF funded project focused evetbping, incorporating and assessing
Model Eliciting Activities (MEAS), we have investtged the solution paths student teams use in
their problem solving processes. In short, MEAsumegthe team to develop a generalized
mathematical model to solve a posed problem ampdesent both the solution method and the
results to the “client” in a form of a written rgpo Our previous research found improved
conceptual understanding, problem solving and peidémal skills obtainment when MEAs were
introduced into the classroom; however, we alsadotinat a portion of the student teams
performed poorly on the activity. The particulapekment discussed here was directed at
obtaining additional insight into the underlyin@sens for why student teams’ select incorrect
solution paths when solving MEAs. In doing so,faeused on determining where and why in
the problem solving process the teams started tongg. A content analysis of the process was
first used to identify underlying themes of how gps solved the problem; and then a detailed
path analysis of the solution process was perforasaly the written reports as a dataset. In
addition, data were recorded from multiple teanigisg the problem ‘out-loud.” The transcripts
were then transcribed and analyzed using bothtqtigé and quantitative methods that focused
on six key questions: Where do students go wrowgndry? Do they iterate among solution
steps (i.e., do they move from one category toter? In iterating, do they still hold on to poor
assumptions? How frequently do they correct thestakes? Do they introduce new ideas when
iterating? Finally, when new ideas are introdu@ed,the ideas usually correct or incorrect?
Through the qualitative analysis the research t@asable to gain a more in-depth
understanding of why students selected certairtisolpaths.

1. Introduction and Background

The overall purpose of this research is to deteerifithe use of model eliciting activities (MEAS)
in the classroom helps to improve students’ abibtgolve engineering problems. Model Eliciting
Activities are open-ended realistic problems cargérd around a few main concéptLOriginally
developed by mathematics educators, and used ateheollege level, we have been refocusing
MEAs for use in upper division engineering coursedcAs require the team to develop a
generalizable, mathematical model to solve the lprokand to present both the solution method
and the results in a written report in the fornanfengineering memorandum to a fictitious client.

As part of a larger study on models and modelimg, af our objectives was to assess the
effectiveness of MEAs across various dimensionkidiing improving conceptual learning and
problem solving abilities*® We have implemented and assessed MEAs in therotas to

study students’ problem solving, modeling and teankvprocesses. When assessing the
effectiveness of MEAs in improving conceptual leagiand problem solving we have used
three assessment methods: pre and post conceptamies (Cls) to assess learning gain, an
online reflection tool to assess the problem sgiyirocess, and a rubric to assess the resulting
general model and specific solutfdrt. While we have explored the use of MEAs withinivas
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engineering domains, this part of our researchipaity focused on the implementation of
MEASs in a two-course engineering statistics segeektodeling abilities play an important role
in engineering. Students who are learning to motteh use a variety of representation to
express, test, revise and communicate their owikithg®. In an earlier study, we first observed
the impact of MEAs on conceptual understanding. @sults strongly suggested that when used
correctly, MEAs can be effective in reinforcing antegrating course concepts as well as
increasing student knowledge and understandinguadus professional and procedural skills
(i.e., certain of the ABET eleven outcomes)We observed that introducing the MEAs into the
classroom resulted in substantially better stugerformance on the post-concept inventory
tests; in addition, we found students to be mordident in their answers especially for the
MEA targeted concepts

Over three academic years (20009-10, 2010-11 ah#-20), three statistics MEAs were used in
engineering course Probability and Statistics fogiBeers 1 (ENGR 20). This course is offered
each semester with certain sections designatedfajors” only (industrial engineers); the

others are open to all engineering students. Trrabled us to have both experimental (where the
MEAs were introduced) and comparison (with no MES&gtions. The Cls were given at the
beginning and end of the semester in both the @rpatal and comparison sections. Hence, this
concept inventory, administered pre and post, nredstonceptual improvement over the
duration of the course. It consisted of a sub&80dtems from two pre-established Statistics
Concept Inventories. The selected questions adeitehe MEA targeted concepts. The pre and
post ClI tests were identical. A brief overview ath MEA and the targeted technical concepts
are available at www.modelsandmodeling.net alorig wicollection of relevant papers and
MEAs developed by the seven university partnetiénlarger study. The analysis, methodology
and results are presented in other pdpers

The student teams’ MEA reports provide another toagssess the MEA implementation. Each
team report documents the level of understandingefargeted concepts, and whether the
concepts were used correctly. In our previous wakfound that the majority of student teams
did not obtain the correct solution when solving MEAs, even though the concepts were first
presented in class, prior to the MEA being assigaad the MEA was specifically used to
reinforce those concepts [could reference earbg@epby Pinar]. The team reports, written in
memorandum format, clearly documented that theouarieams reached different conclusions;
i.e., obtained different solutions. While eachampevealed the team’s proposed solution, and
the path (i.e., solution process) chosen to réaahconclusion, it was difficult to ascertain why
an inappropriate path was selected, nor how thma tdatermined that one path was better than
another, especially in situations when student®weéher not using or using inappropriately the
MEA's targeted concepts. Consequently, we iderdifivo issues requiring further attention: 1)
Understanding the problem solving process studesgd while working on MEAs and 2) testing
and documenting the actual learning benefits of MEA

2. Theoretical Framework

Thus, the objective of this study was to betterarathnd where and why in the problem solving
process certain teams selected an incorrect solpdth. To do this, we used grounded theory
coupled with a prescribed path analysis of the ggsdo tease out the underlying problem
solving themes. We did this by more closely exangriiow student teams addressed two
statistics MEAs (Tire Reliability and Test Leads)order to obtain the necessary data, we had
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the teams solve the MEAs “think aloud.” We theraxiked and analyzed these discussions to
better determine the steps the team took to résaihfinal solution.

It is this additional, “think aloud” data that hasrmitted further understanding of the problem
solving process. We wanted to determine where dndimvthe problem solving process the
teams started down an incorrect solution path. &jopming the content analysis of the process,
we were able to identify underlying themes of haaups were solving the posed problems. We
selected two types of problem solving processease-naore macro in hature and one that
provided a finer grain analysis of the problem sBaivprocess (or micro).

For the Macro problem solving process, we adapa¢eories used by Atman et al and Adams
and Atman as the framework for our codity. Specifically, for the macro problem solving
process, the major processes were: Problem Ideattdn, Collecting Information, Analyzing
Data, Model/Solution Formulation, Evaluation/Rev&aution and Documentation. For the
micro problem solving process, the processes viExgress, Test, Revise (Change), Revise (Do
Not Do Anything) and Revise (Updat@his later problem solving process was developed by
Kelly et al and Kelly was further augmented by Hiéoni'>13 Thus we performed a path
analysis of the solution process; we collected ttataugh a series of designed experiments and
analyzed the common patterns and data using gisditaethods. Figure 1 provides an
overview of the theoretical framework employed.

| Case Analysis I
Transcripts
Time-based
Processes

Association
Mining
echnique

Teams engage
in engineering
problem
solving
process

o oN |
Macro Process

s
[—] Al
Rubric Grading < } \

Micro Process
Research
Questions

In this paper we utilized the framework to addiess primary research questions:

Figure 1. Theoretical Framework for Study

1. Where do students go wrong and why? Given thipaasof their solution process, do
student teams adopt proper assumptions or do thegyt and hold on to poor assumptions?
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2. Do they iterate towards an engineering solution@itimely we know students do iterate, but
specifically how many times do they iterate; andhdgy correct their mistakes, introduce
new ideas, and are these new ideas appropriate?

From these questions, we gained additional insigtetermining solution patterns across the
teams, as well as differences between the two MiiAgloyed, as one was more difficult to
resolve (Tire Reliability) than the other (Test tepn

3. The Experiment

Sophomore Industrial engineering students takeoactwurse sequence in Probability and
Statistics for Engineers. During the 2012 SpringnT&2 industrial engineering students were
enrolled in the second course. We solicited volergé¢as part of a team) from that course to
solve one of the two MEAs.

As noted, the two MEAs used were Tire Reliabilihdalest Leads (see
www.modelsandmodeling.nfar the MEAS). Each MEA consisted of two parts:iaaividual

part and a group part. The individual part compgriseseveral preparatory questions that
encouraged students to think about aspects ofther problem. Hence the individual
assignment served as a preliminary guide to tha msgignment. All subjects had completed the
MEA CNC Machine as part of a class assignmenthap were familiar with the MEA protocol,
requirements, and expectations. In addition, alietts completed both the pre concept
inventory at the beginning of the course and th& poncept inventory at the end of the
semester. As noted, the statistics inventory usekdse studies consisted of 20 multiple choice
items selected from two established and testedeincventories that addressed the concepts
around which the MEAs had been construéfed

In total, 27 student volunteers were recruitedesehwere randomly divided into nine teams
(three students each), and each team was randskey &0 solve one of the two MEAs. Each
MEA took approximately three hours to resolve;calhversations were recorded during this
solution time. After completing the individual pattie team met in a specially equipped room
enabling us to record their conversations whil@iaglthe MEA. They were also asked to
prepare a written report describing their recomneengblution, as well as complete an
individual reflection questionnaire related to tkam’s solution process. They were provided
with a computer to write up their results in menmaham format for the simulated client. In
addition to the recording equipment and compuker rbom also contained a statistics textbook
and calculators. Students were instructed tkthioud and talk through the process. Upon
completion of the MEA and the written report, thedents individually completed the reflection
exercise. All but one of the nine teams submi&editten report; and as a result, we report on
only eight teams in this paper. The students wearé for their time; the experiment had human
subjects’ approval.

The team’s verbal responses were transcribed byinesrsity Center for Social and Urban
Research (UCSUR) and subsequently analyzed. Reftettata were coded by individual and
team. Prior to performing the experiment, two pilsams solved one of the MEAs. These pilot
transcripts were later used to test the codingmeh@eveloped for the qualitative analysis.

Using the theoretical framework provided, contardlgsis of the process was conducted on each
transcript to determine the underlying themes ov kfte teams were solving the problem along
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the two problem solving models (micro and macr@s€studies were also developed for each
of the teams based on the transcripts. The coat&lysis and case study analysis was
performed by different researchers so that findemsdd be compared in an unbiased manner.

Written MEA reports were graded according to therisg rubric created for each MEA.
Quantitative analysis consisted of the analysthefwritten reports (grading) and comparing the
pre and post concept inventory scores (to deterifithere is the difference in the gain obtained
by students exposed to MEAs with the rest of theg). Specific questions related to MEA
targeted concepts were also analyzed. These reselteported elsewhere.

4. Data Analysis and Methodology

4.1 Qualitative data analysis methodology

We performed a qualitative analysis of the tramsatidat¥’ to obtain an in-depth understanding
of students’ problem solving process for the nixgegimental teams. As mentioned, preliminary
exploratory analysis was performed on pilot traqsto make connections to the research
guestions; and a coding scheme with categoriedewasoped for the experimental transcripts.
Each team’s transcript was reviewed and coded umatermacro and micro processes. For each
team, a macro and micro process report was prepared

After building the time-based macro and micro ps3es, an association mining technique was
used to discover the degree of associations antengategories in these processes. We
determined the associations by counting the numbimes category X is followed by category
Y for each team during the project timeline. Theade of the coding are summarized in the
coding handbook (please contact authors for a cbglye handbook). Testing of the coding
scheme was performed on two pilot transcripts, tvinere not included in the final analysis.
One researcher, who had expertise in qualitatidingp coded all the transcripts; and the coding
consistency was determined via a coding handbolkolgh only one researcher coded the
transcripts, the coding handbook was reviewed lwyregearchers.

Process maps were developed from the coding tertstaw conclusions. First, association
mining analysis was applied to see how often a temwved from one category to another; i.e.,
from category A to category B. After the frequesaid these iterations were determined, their
strengths were determined based on natural brdaksfoe, the frequencies were sorted
enabling the natural break points to be identifietihree levels of strength were specified: weak,
moderate and strong. This enabled maps to be doaged on the strength of the associations.
Here, iteration is defined as the movement fromaategory to another. This movement depicts
the directional relationship between design catiegoFurthermore, the frequency of these
movements over time period provides informatiorttanstrength of the relationships.

Since the research objective was to understandshadents solved these problems, their
behavior (i.e, the iterations among the categonies) determined, which then yielded the
solution paths. Hence, the association mining teglnenabled us to identify the iterations in
macro and micro process$&sBy doing this, we could determine the studengghp used when
solving the problem. We could also analyze thati@h between the success of the solution
process and the path followed to determine if aeng@neral solution path exists.
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The association mining technique identifies thatiehships between variables; therefore
relationships in the form of association rulesets ©f frequent items can be uncovered. An
association rule is an implication expression efftrm X-> Y, where X and Y are disjoint
events, i.e., X1 Y = @. The strength of an association rule is mesby its support and
confidencé®. Support is the probability that two differentegdries appear consecutively
throughout the design process; and confidenceeisahditional probability that a particular
category occurs after a given category. These pilitdes are used to determine the degree of
randomization in the data. Maps of the various @ations are then created based on support
probability to determine how teams iterate amorgvidrious macro and micro processes.

After building the time-based macro and micro ps3es, the association mining technique was
used to discover the degree of associations anengategories in these processes. We
examined the associations by counting the numbgmef category X is followed by category

Y for each team during the project timeline. Tablgresents an example calculation of the
support probabilities. This example is from Tear{iT€st Leads MEA) in which the macro
process had 56 movements. For the team considetbd example, “analyzing data” appears
twice after “problem identification” during the tetfine; so the support probability from
“problem identification to analyzing data” is 2/56.04.

Table 1: Calculation of Support Probabilities — Tean C — “Test Leads”

From Category X To Category Y Number of Movements| Bpport Probability
Problem identification 6 0.11
Analyzing data 2 0.04
Problem identificatio Model/s.olution. formula.tion 3 0.05
Evaluation/revise solution 2 0.04
Collecting information 1 0.02
Documentation 1 0.02

All calculated probabilities for Test Leads andelReliability teams were separately sorted.
Based on the natural break points, the degreessotcations (i.e. strong, moderate, and weak)
were determined. These are given in Figure 2 farrmmprocesses and Figure 3 for micro
processes. Note that for the macro processegahateakpoints were evident, while for the
micro processes, there were no natural breakpo®tsmsequently, for the micro process a
subjective classification was applied (i.ep i€ 0.03, then the association is weak; if G @3
0.09, then the association is moderate; apdif.09, then the association is strong).

0.24 0.20
0.22
0.20
0.18
016 Strong
0.14
0.12

0.10

0.08

0.06 Moderate

LA AL X (At 2

0.04

0.02

Weak

40

0.00

o 0.5 1 1.5
Test Leads MEA Tire Reliability MEA
Figure 2: Sorted Probabilities for Macro Processes
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0.00 0.00
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Test Leads MEA Tire Reliability MEA
Figure 3: Sorted Probabilities for Micro Processes

These associations were then graphed onto magsaswhown in Figure 4. If the association is
strong, then a bold and thick (red) arrow is ugedegmonstrate the particular association; if it is
moderate, then a bold arrow is used; and if thedatison is weak, then a dashed arrow is used.
Forexample, irthe figure, there is a strong association ffpnoblem identification” to

“problem identification”, and a moderate associatecurs from “model/solution formulation”

to “analyzing data”. A weak association is obserfrecth “analyzing data” to “collecting
information”.

PROBLEM
IDENTIFICATION

]

MODEL/SOLUTION
— FORMULATION

|

l ANALYZING DATA

COLLECTING
INFORMATION

o EvaLuaTion/REVISE o
SOLUTION

>| DOCUMENTATION |

Figure 4: Example Association Map of the Macro Soliion Process (showing strengths of the associatigns

4.2 Quantitative Analysis

We evaluated the data collected through writtentspof the two MEAS and concept inventory
scores. Written reports were graded accordingdgaldveloped grading rubrics (rubrics available
onwww.modelsandmodelinnet). We also compared pre and post concept foxien for the
whole class and for the students exposed to MEAstudents who did not solve MEAs. The
grades of the written reports are provided in gaiger; and the concept inventory results will be
provided in a forthcoming paper.
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5. Results and Discussion

After preparing maps for all teams, we developedmarison matrices for both Micro and
Macro processes for both groups of teams: Testd BHIA and Tire Reliability MEA, as
depicted in Tables 2 through 5. For each of theMizAs, we discuss how each team migrates
along the two sets of problem solving processeshamdthese migrations potentially relate to
their performance on the MEA as measured by tlweires on the written report rubric. As
mentioned, teams were randomly assigned to oneedito MEAs. Four teams (B, C, F and G)
were assigned to the Test Leads MEA; and five t§&mb, E, H, and, J) were randomly
assigned to the Tire Reliability MEA.

5.1 Test Leads MEA

Tables 2 and 3 provide the Macro and Micro procefsethe teams that conducted the Test
Leads MEA, respectively. Each table provides thength of the associations between the
different categories in the two processes we engadynacro and micro). For each team, we
provide an account for how the team progressedigiréhe problem and relate the strength of
their associations to how they potentially solveddid not solve) the MEA task. Each team is
discussed in order of their rubric score (higheststo lowest score). Team F had the highest
rubric score on the MEA; and Team B had the loweste on the MEA. Tables 2 and 3 also
include the total number of iterations per team.

Team F (Rubric score: 96) initially had a misunderstandabgut the Central Limit Theorem
(CLT), but during the process they corrected thdwese The team’s calculations were correct
(mean, and the standard deviation). Further, tleeified whether the data was uniformly
distributed or not, even though that informatiorswgasen in the problem statement. The team
was confused about the width of the confidenceviatgrovided; and even though the textbook
was provided and they could find the correct formrtol calculate the sample size, they still tried
to justify that their result was correct. This teal®o considered sample size, and the “rule-of-
thumb” sample size 0f=30 (from CLT), as well as much smaller samplesizen=10 and 12
(their quotation related to 10 and 1m brder to validate this sample size of 21 leaus,
investigated the normality of distribution of medmisa sample size of 21 (and smaller sample
sizes of 10 and 12)As a result they decided to use 21 and continhedests witm=21.

Thirteen percent of iterations were between “aratyrlata” to “evaluation/revise solution”; and
this was the only strong association in the macoagss map for Team F as shown in Table 2.
While this strong association was one-sided far tbam, it was two-sided for both of the lowest
graded teams (Teams G and B — to be discussedh Fexhibited a weak association from
“problem definition” to “problem definition.” Thiassociation was also weak for the lowest
graded team (Team B); in contrast, for the two neiddams, it was moderate or strong (Teams
C and G). Team F also had a strong associatiotecela documentation. For the micro process
(Table 3), this team did not have any associatietasded to “revise — change”. The strongest
association from “test” to “revise” is specifically “revise — update” (for all other teams, that
association is from “test” to “revise- do not chatjg
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Table 2: Comparison Matrix (Macro Processes): Testeads MEA

From Category X From Category X TeamF TeamC TeamG Team B
Total lterations 46 46 34 44
Problem identification weak strong moderate  weak
Model/solution formulation moderate moderate moderate moderate
P . S Analyzing data weak weak weak weak
roblem identification - .
Collecting information weak weak
Evaluation/revise solution  weak weak weak
Documentation moderate  weak
Problem identification moderate moderate weak metee
Model/solution formulation moderate weak weak strong
. . Analyzing data moderate moderate weak modernate
Model/solution formulation L9 .
Collecting information weak
Evaluation/revise solution weak moderate  moderate
Documentation weak moderate weak
Problem identification weak weak
Model/solution formulation weak weak weak moderate
Analyzing data Analyz[ng Qata . moderate  weak weak
Collecting information weak
Evaluation/revise solution strong moderate strong strong
Documentation weak weak
Problem identification
Model/solution formulation moderate
Collecting information AnaIyZ|_ng Qata . weak
Collecting information
Evaluation/revise solution weak
Documentation weak
Problem identification moderate  weak weak
Model/solution formulation weak moderate weak moderate
. . . Analyzing data moderate strong strong
Evaluation/revise solution Collecting information weak
Evaluation/revise solution weak weak moderate
Documentation weak weak weak weak
Problem identification moderate weak
Model/solution formulation moderate weak weak
. Analyzing data weak weak
Documentation L2 .
Collecting information
Evaluation/revise solution weak weak weak
Documentation

Team C (Rubric Score: 77) expressed a lot of confusiasuakhe parameters of the assigned

problem. They were confused about the width ofcitvefidence interval and the standard
deviation. They believed that they were supposessnime a normal distribution, so they
discussed how a uniform distribution behaves likeanal distribution. They concluded that
“It's uniform throughout, so like, that translatesthe bell curvé They also stated th&Bince

the measure of interest, diameter, appears to lifeumly distributed, we were able to assume

that the measurements followed a normal distributidnstead of calculating the standard

deviation, they used 0.12, and then they usedferdift value. They applied a z-test, but they did

not refer to the CLT. In general, this team wasfesed and did not know how to proceed.

Overall, they did not understand which test to ggphen and why those tests are used). As

shown in Table 2, eleven percent of the iteratwase from “Problem identification” to

“Problem identification”, and this was the onlystg association for their macro process. This
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further supports the fact that they were confusetldid not know how to approach the problem
(i.e., they were constantly going back to problegfirdgtion). For their micro process (see Table
3), this team had the lowest number of iterations.

Table 3: Comparison Matrix (Micro Processes): Testeads MEA

From Category X To Category Y TeamF TeamC Team G TeamB
Total Iterations 22 21 39 29
Express strong strong strong strong
Revise-do not chang  weak weak weak weak
Express Revise-update weak weak
Revise-change weak weak
Test strong strong strong strong
. Express weak moderate strong  moderate
Revise-do not change
Test weak weak
. Express weak moderate  weak
Revise-update
Test weak
. Express weak weak weak
Revise-change
Test moderate
Express moderate moderate moderate strong
Revise-do not chang weak moderate strong moderate
Test Revise-update moderate weak weak
Revise-change moderate  weak
Test weak weak

Team G (Rubric Score: 65), like Team C had some diffigulbderstanding the problem. In the
beginning, they believed that the data becomes aloibut then one of the members corrected
the team. They considered the CLT; however, tmeipiémentation was not appropriate. They
were confused about the differences in confideagels (i.e., 95% vs. 99%). The team did apply
the correct formula for the confidence interval)(@lowever the values they used were not
correct. They applied the correct formula for stndddeviation, but again their values were
incorrect. In the end, the team never fully deteediwhat they needed to do to resolve the
MEA.

For this team two strong associations were docuedenfs shown in Table 2 the first was from
“analyzing data” to “evaluation/revise solution7%); and the second strong association was
from “evaluation/revise solution” to “analyzing dat21%). These two overriding movements
indicate that the team was confused; this typelationship is documented for the two teams
that had the lowest grades on this particular MEéther, this team had a moderate association
from “problem definition” to “problem definition;further indicating that they had trouble
understanding the initial problem as they wereroffeing back to determining what the problem
actually was. The team even indicat&ffell, we really had no idea what we're going to ab

this point, so we took a shot in the darkrom this point they decided to start over; anditwe
back to the problem statement and corrected thistakes. Finally, there were no strong or
moderate associations related to documentatiotiiduindicating that the team did not
document their solution properly. This is as virle for the lowest graded team. For the micro
process, team G went to “revise” significantly mtitan the other teams, as shown in Table 3
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(i.e., “Revise — change, Revise — do not changeisRe- update”). There is also a strong loop
for “Express-test-revise-do not change-express’itivindicates that even though they decided
not to change, they went back and re-tested asitkey not satisfied with the answer obtained.
This team is the only team with the strongest (maig¢ two-sided association between “test”
and “revise-change”. The strongest association fitest” to “revise” is specifically to “revise —
do not change.”

Team B (Rubric Score: 45) had some difficulty understagdime problem. They were confused
about the CI (95% vs. 99%). The Team assumed #iatisl normally distributed instead of the
correct uniform distribution. They mentioned thereot formula for the sample size at first, but
ended up using an incorrect formula. Further, tidynot discuss the CLT. As shown in Table
2, the largest proportion of their iterations wasf “Analyzing Data” to “Evaluation/revise
solution” (19%), with 11% from “Evaluation/reviselation” to “Analyzing data.” Also, 11%
were from “Model/solution formulation” to “Model/dation formulation”. Interestingly, this

team did not use “Collecting information”. They didt have any strong or medium associations
related to “Documentation,” which is likely linked the poor written rubric grade. For their
micro process (Table 3), this team has the seciid$t number of iterations. Team G, had the
highest number of iterations. The strongest asBonifrom “test” to “revise” was specifically to
“revise — do not change.” This was consistent foleams except for the highest graded team F.

5.2 Tire Reliability MEA

Similarly to Test Leads, Tables 4 and 5 provideNfaero and Micro processes for the teams
that conducted the Tire Reliability MEA, respechiveEach table provides the strength of the
associations between the different categoriesario processes we employed (macro and
micro); and for each team we provide an accoutt&f progressions along the processes
relating the strength of associations to theiricubcore. Each team is discussed in order of their
rubric score (highest score to lowest score). TEamad the highest rubric score on the MEA,;
and Team A had the lowest score on the MEA. NuéTire Reliability is considerably harder,
less straightforward, MEA resulting in lower rubgrades compared to the Test Leads MEA.
Table 5 also includes the total number of iteradipar team.

Team E (Rubric score: 71) assumed that the golden starditedwas normally distributed
without conducting appropriate tests to make suclaian. Further, they did not know what
reliability means, or how to calculate it. To fitite acceptable reliability range, the team applied
a box-and-whisker plot, and found that the rangs %8-1.26. During the problem solving
process, they logically evaluated the data (ehgy found that there might be some “failed tires”
even if the set is reliable, etc.); and they disred that the given data set of 100K had no
failures, but unfortunately then misinterpreted itifermation.

Overall, this team was confused about the prob@éomsequently, they applied a number of
hypothesis tests; and conducted trial-and-erroingesThe team’s largest number of iterations
(16%) was from “Analyzing data” to “Evaluation/reei solution”; another 12% were from
“Model/solution formulation” to “Analyzing data,”sashown in Table 4. For both processes, this
team had the highest number of iterations. Taldllbdws that the strongest association was from
“test” to “revise” (specifically to “revise — do hchange”). Finally, their report was detailed,
well-written, but implemented an incorrect procedur
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Team D (Rubric Score: 48) also did not know how to caltaieliability or fundamentally what
it meant. They assumed that the gold standardveidalistributed normally without plotting or
developing a histogram. Further, the team expregesgdhey were really confused about a
number of points (e.g., alpha levels, tests, promsd Finally, while interpreting their test result
they voiced concerns related to their confidenceneifr decision. Given their confusion, this
team turned to trial-and-error to solve the MEAs #hown in table 4, 17% of their iterations
were from “Model/solution formulation” to “Model/aation formulation”, 13% from
“Model/solution formulation” to “Analyzing data,”2P6 from “Evaluation/revise solution” to
“Model/solution formulation,” and 10% from “Analyzg data” to “Evaluation/revise solution.”
This team demonstrated four strong associatiotiseiin macro process. In addition, there was a
strong loop from “model/solution formulation? “analyzing data®> evaluation/revise solution
- model/solution formulation. This is potential indiion that the team was not confident in
their procedure. For their micro process (Tabldt¥ team demonstrated the second highest
number of iterations.

Team H (Rubric Score: 48) also believed that the distrimsiof the data sets should be normal;
otherwise none of the statistical tests could h@ieg. They assumed normality because they
had a large number of data points. In the tranedritata, the students expressed a lot of
confusion and low confidence about what to do amal to approach the problem. The team
decided to use the z-test, ANOVA and F-test to eskithe requirements of the problem.
Overall, this team did not know how to calculatiatslity, and how to compare the samples to
the “gold” one. Table 4 indicates the largestiporof iterations (14%) were from “Analyzing
data” to “Evaluation/revise solution”; 9% were frdiModel/solution formulation” to “Problem
identification” and 9% were from “Analyzing dataj tAnalyzing data”. There was a strong
association from “model/solution formulation” tortjblem identification.” The direction of the
arrow was expected to be opposite, but there wagderate association from “problem
identification” to “model/solution formulation.” d¥ their micro process (Table 5), the team
demonstrated many weak associations compared thibeteams, but did shown a strong
association from “express to express” as did a#eems. This team had the second lowest
number of iterations.

Table 4: Comparison Matrix (Macro Processes): TireReliability MEA

From Category X From Category X TeamE TeamD TeamH TeamA
Total Iterations 53 51 49 52
Problem identification weak moderate weak weak
Model/solution formulation weak weak moderate moderate)
Problem identification Analyzi_ng Qata . moderate weak
Collecting information weak weak
Evaluation/revise solution moderate moderate moderate,
Documentation weak moderate moderate
Problem identification weak weak strong moderate
Model/solution formulation weak strong ~moderate strong
Model/solution formulation Analyzi_ng Qata _ strong strong moderate moderate
Collecting information weak
Evaluation/revise solution weak moderate wedk
Documentation weak moderate weal
Problem identification
. Model/solution formulation moderate moderate  weak weak
Analyzing data ;
Analyzing data moderate  weak strong weak
Collecting information weak weak
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From Category X From Category X TeamE TeamD TeamH TeamA
Total Iterations 53 51 49 52
Evaluation/revise solution  strong strong strong strong
Documentation weak
Problem identification weak
Model/solution formulation weak moderate weak
Collecting information Analy2|_ng (_jata .
Collecting information
Evaluation/revise solution weak weak weak
Documentation
Problem identification moderate  weak weak strong
Model/solution formulation moderate strong moderate moderate
Evaluation/revise solution Analyz[ng Qata . moderate weak  moderate strong
Collecting information weak  moderate
Evaluation/revise solution = weak moderate weak weak
Documentation moderate  weak moderate
Problem identification weak weak
Model/solution formulation weak moderate weal
Documentation Analyzi_ng Qata _ weak weak
Collecting information
Evaluation/revise solution moderate moderate
Documentation

Team A (Rubric Score: 39)divided the work across the team; one member waslating the
mean and standard deviation while the others teaddsignment and performed other tasks.
This team misinterpreted the histograms they coeasethey concluded that all the data sets were
normally distributed. They, as well, did not knoamhto calculate reliability; and also expressed
confusion about the overall assignment.

From Table 4, the largest number of their iterai(itv%) were from “analyzing data” to
“evaluation/revise solution”; 9% were from “Modeidlation formulation” to “Model/solution
formulation”; another 9% were from “Evaluation/regisolution” to “Problem identification”,
and a third 9% were from “Evaluation/revise salntito “Analyzing data.” They had four
strong associations in their macro process. Thaeaistrong association from
“Evaluation/revise solution” to “Problem identifitan”. The direction of the arrow was
expected to be in the opposite direction (but theae a moderate association from “Problem
identification” to “Evaluation/revise solution”)nterestingly, this team did not use any
“Collecting information” in their macro process. drle was a loop in the micro process
(consisting of moderate and strong associationengnexpress> test->revise-do not change
—>express. For their micro process (see Table 5 téaim had the lowest number of iterations,
which corresponds with the lowest grade on thetenriteport. Further, this team did not use any
“Revise-update” or “Revise-change” connectionshiiitanalyses.

Table 5: Comparison Matrix (Micro Processes): TireReliability MEA

From Category X From Category X TeamE TeamD TeanH Team A
Total lterations 26 25 23 19
Express strong strong strong strong
Express Rev?se—do not chang strong weak weak
Revise-update weak weak
Revise-change moderate moderate
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From Category X From Category X TeamE TeamD Teand TeamA
Total Iterations 26 25 23 19
Test weak moderate strong moderate
. Express strong  moderate weak moderate

Revise-do not change

Test weak weak
Revise-update Express weak weak

Test
Revise-change Express moderate moderate moderate

Test

Express weak moderate moderate moderate

Revise-do not chang weak moderate weak moderate
Test Revise-update

Revise-change moderate

Test

6. Conclusions and Future Research
In this paper we utilized the framework to addr®gs primary research questions:

1. Where do students go wrong and why? Given #isipart of their solution process, do
student teams adopt proper assumptions or do ttegyt and hold on to poor
assumptions?

2. Do they iterate towards an engineering solutiotitively we know students do
iterate, but specifically how many times do theyate; and do they correct their
mistakes, introduce new ideas, and are these reas iappropriate?

Test Leads MEA

For the Test Leads MEA, the highest graded Teanthea®west association from “Problem
identification” to “Problem identification” which ay indicate high level of understanding as
well as adopting proper assumptions in the eadgest of the solution process. This as well
shows that the Team is confident in their approaoker graded teams have stronger
associations in the same category showing initafiesion and not understanding the problem;
which may indicate lack of knowledge and poor agstions. All teams have a “moderate”
association from “Problem identification” to “ModEbrmulation” indicating the existence of
iterations and review at the beginning of the sotuprocess.

All teams have “moderate” association form “ModefiRulation” to “Evaluation/revise
solution” which indicates that they were revisimglaeviewing in order to properly formulate
the problem.

All teams have “strong” association form “Analyzidgta” to “Evaluation/revise solution”

which demonstrates that they went through sevératgs when analyzing data in order to
properly understand the given information. Fromrfiero level analysis we can get the deeper
understanding if the “revise solution” part resdlie the revise-do not change or revise —update.
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For the two lowest graded teams, there is a “strasgociation from “Evaluation/revise
solution” to “Analyzing data” indicating possiblésdatisfaction with the obtained solution. Due
to possible lack of knowledge these teams werelartalrorrect themselves.

On the “micro” level, there is a “strong” assoadatifor all teams from “Express” to “Express”,
indicating the high number of iterations. Thera istrong” association from “Express” to

“Test” and “moderate” association from “Test” toXjiress”. Based on this information, we can
conclude that students iterate, express ideaseshéieas; however we cannot conclude that they
are correcting their mistakes or assumptions. @yhighest graded Team has a “moderate”
association form “Test” to “Revise-update”. Two kest graded teams have a weak association,
meaning that they are not updating their solutégain possibly due to the lack of knowledge. In
addition, only the highest graded Team has a weséciation from Test to Revise-do-not-
change; other three teams have moderate and sissogiations, indicating that most students
revise but do not correct their mistakes.

Tire Reliability MEA

For the Tire Reliability MEA, three teams have made or strong association (the highest
graded Team has the weak association) from “Modletien formulation” to “Model/solution
formulation” indicating the initial confusion an@tunderstanding the problem at the early
stages.

For this MEA, students have stronger associatiates in the solution process, as there is a
“strong” (two teams) and “moderate” associatiom(teams) from “Model/solution
formulation” to “Analyzing data” and “strong” assation from “Analyzing data” to
“Evaluation/revise solution” for all teams. All tes as well have either “moderate” or “strong”
association from “Evaluation/revise solution” to tiliel/solution formulation”. This indicates
that students were going back and forth from “M¢st@lition formulation” to “Analyzing data”
to “Evaluation/revise solution”, but unfortunateligd not correct their mistake in order to
properly solve the problem.

On a micro level, there is a “strong” associationdll teams form “Express” to “Express”,
confirming the initial confusion and possible midenstanding of the problem. Two teams have
“weak” and two have “moderate” association fromsidéo “Express”. Similarly, there are two
“weak” and two “moderate” associations from “Te&t™Revise-do not change”, indicating high
number of iterations, but no improvement in thai§oh process. Students were not revising
their mistakes and poor assumptions. We did natrceany association from “Test” to “Revise-
update” and only one team had “moderate” assodidit@mm “Test” to Revise-change”.

For the Test leads MEA, which is a straightforwasgdignment compared to the Tire Reliability
MEA, students showed initial confusion and highember of iterations early in the process. The
higher graded teams, had stronger associationg aadlcorrected their mistakes, which resulted
in the correct solution and correct solution pathwer graded teams, had higher number of
iterations, strong associations related to Revide rot —change, which indicates dissatisfaction
with their solution, but as well lack of knowledges, they were not able to correct themselves.
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For the Tire Reliability MEA, the assignment is diar and less straightforward, the teams
showed higher number of iterations, indicating mmefusion especially in the early phases.
Stronger associations to and from “Revise-do nahgk” indicate dissatisfactions with the
obtained solution, but being unable to adopt pregsumptions.
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