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Abstract

A Real-Time Operating System, or RTOS, is an operating environment where

multiple events called tasks compete for precious processor operating time of a single
processor.  The processor must prioritize tasks depending on system requirements to
ensure that all tasks complete their required activities.  Due to its complex nature, a

RTOS is a difficult subject to teach in undergraduate institutions.  Often it is difficult for
the students to visualize the intricacies and inter-relationships between component parts

of the system   To help students to ‘see’ the operations, we have developed a visual
hardware simulator that interfaces to an embedded controller.  In our application, we use
the popular Motorola HCS12 microprocessor as the simulator’s host system.  The

simulator can be easily interfaced with other processor families.  The simulator provides
a visual display of the status of up to 16 competing tasks.   The simulator also provides a

keypad for the user to interject new status and a LCD display to illustrate key RTOS
activities.

Overview

The subject of Real-Time Operating Systems (RTOS) and their associated

concepts are difficult for students to learn.   The concepts are quite complex and involve
multiple abstract data types such as multiple stacks and linked lists dynamically handing
off information to one another in a quickly changing scenario.  We developed a visual

simulator to help the student view these rapidly changing events.  The simulator consists
of a hardware board that displays the status of up to 16 different tasks in a RTOS

environment.  The board was designed to be used with a HCS12-based evaluation board
readily available from a number of manufacturers.  In this paper we begin with a review
of some basic RTOS concepts followed by the inherent complexities involved in

effectively teaching these concepts.  We then describe in detail the board developed to
teach these concepts in a visual environment and suggest scenarios that may be used to

illustrate RTOS concepts.
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Background

What is a RTOS?  A RTOS is a computer operating system hosted on a single
processor.  Since only a single, sequential processor is employed in such applications, the

operating system must respond to multiple events or tasks and ensure that all tasks are
given sufficient, precious processing time to complete their required actions [1].  To

accommodate multiple tasks, the tasks may be categorized into priorities (high, medium,
and low).  In general, higher priority tasks should be executed by the processor first;
however, the processor must ensure that eventually all tasks are allowed to complete their

required actions [2-4].

An effective RTOS system will respond to all tasks competing for the same
precious processor time in such a manner that multiple tasks appear to be handled
simultaneously.  How can a single processor do this?  The processor typically uses

various scheduling algorithms to allow the highest priority task to execute for some
amount of time.  The processor will then temporarily suspend the executing task, store

details about its current executing environment (its context) [2-5], and then allow a
different task to operate for some length of time.  An effective scheduling algorithm will
appear as if all tasks are operating simultaneously while seamlessly handing off processor

execution time from task-to-task.

Figure 1.  Task state transition diagram [adapted from 8].

To keep track of the progress being made for each task, a set of task states are
used.  The different possible task states are illustrated in Figure 1.  Tasks transition from

one state to another in response to external events or operating system updates.  A task
may be in only a single state at a given time.  A task will be in one of the following states
[2-5]:
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• Dormant (D) - In the dormant state, the task has no need for computer time. It is

considered a non-active task.  It transitions into the ready state when so directed

by the operating system.
• Ready (R) - In the ready state, a task is fully capable of entering the active or

running state; however, another task is currently using the processor.  A task may
enter the ready state from either the dormant state or from the active state.

• Executing/Active/Running (A) - A task in the active state is executing its

associated activities on the processor.  Since our system only contains a single
processor, only one task may be in the active state at any given time.

• Waiting (W) - In the wait state a task has been delayed from execution.  It

remains in the waiting state for a designated amount of time and then transitions

back to the ready state to await processor time.  A task is placed in the wait state
temporarily to allow lower priority tasks an opportunity to execute.

• Suspended (S) - In the suspended state the task is waiting for some resource.

Once the resource is available the task transitions to the ready state and awaits

processor time.
• Rescheduling (X) - The rescheduling state is entered whenever a task runs to

completion but does not need to be repeated and enter the ready state right away.

A scheduling algorithm is used to determine how tasks are prioritized to obtain
processor execution time.  A single type of scheduling algorithm does not fit all

applications.  In fact, there are multiple types of scheduling algorithms briefly described
below.  A particular scheduling algorithm is employed for a specific application [4-6].

• Polled Loop System – In a polled loop system, the scheduling algorithm

sequentially polls various system tasks.  A task that is ready is executed until
completion.  Once task related actions are complete, the scheduling algorithm
continues to poll for other ready system tasks.  This type of scheduling algorithm

is an effective method of completing equal priority tasks that are not likely to
occur simultaneously.

• Polled Loop System with priority interrupts – This algorithm is similar to the

polled loop system described above.  However, a limited number of higher
priority tasks are allowed to interrupt the normal sequence of polled tasks.  When

higher priority tasks become ready to execute, they are allowed to seize control of
the processor and execute their  tasks related activities until completion.  When

the interrupt has been properly serviced, the scheduling algorithm returns to its
normal polling activities.

• Round-robin Systems – A round-robin system gives each task an equal slice of

processor execution time.  The scheduling algorithm sequences from one equal
priority task to another.

• Hybrid Systems - The round-robin system may also be equipped with a limited

number of higher priority interrupt driven tasks.  This is referred to as a hybrid

system.
• Interrupt Driven Systems - In an interrupt driven system, the processor is placed

in a continuous loop.  As interrupt tasks become ready, they are executed.  If two
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tasks become ready at the same time, the task with the highest priority is allowed

to execute first.
• Cooperative Multitasking – In this type of scheduling algorithm, a ready task

executes for a prescribed amount of time.  The task then relinquishes processor
control to another ready task.

• Pre-emptive Priority Multitasking System – A pre-emptive priority system is very
similar to the Cooperative Multitasking system.  However, the scheduling
algorithm determines when a task should relinquish control of the processor rather

than the task relinquishing control to another task.

How does the processor/algorithm keep track of all this dynamically changing

status?  A RTOS system uses various abstract data types such as linked lists, records,
stacks, and queues to keep track of system status [7].  Linked lists are used to track tasks

that are in various states [4].  For example, a separate linked list is used to track which
tasks are ready to execute, tasks that are dormant, etc.  Reference Figure 2.

Figure 2. Multiple linked list of tasks.  A separate linked list is used to track which tasks
are ready to execute, tasks that are dormant, etc. [adapted from 1].

A task is implemented with a record.  A record is a collection of different data types

providing related information about a given entity [7].  The task record contains the task
name, the current task state (ready, dormant, etc.), the task priority, the task stack pointer
to keep track of current task status, the task program counter, and a link to the next task in

a given task list [5].  The task’s context is stored in a stack, another abstract data type.
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The stack may be implemented using a fixed array or it can be implemented with another

linked list.  Other data types such as a circular queue can be used to implement specific
scheduling algorithms such as the round-robin scheduling algorithm.

Due to the dynamic nature of abstract data types, a processor with an adequate sized
Random Access Memory (RAM) component is required.  The RAM is used to implement

the heap where the data structures are dynamically allocated and de-allocated during
program execution [7, 9].

Why are RTOS concepts difficult to teach?  By nature the material is quite complex.
Often it is difficult for the students to visualize the intricacies and inter-relationships

between component parts of the system   Also, the activities are quite dynamic.  For
example, tasks are constantly changing states and also the multiple linked lists used to
track system status are constantly being updated during system operation.  For a student

to fully understand the concept of RTOS and all of its intricacies, we believe a visual
picture of the system is required.  To that end, we have developed a visual hardware

simulator that interfaces to an embedded controller.

Proposed Solution

Figure 3.  Overview of the RTOS Visual Simulator

As shown in Figure 3,  the system consists of a host PC, an embedded controller

evaluation board (EVB) and the RTOS Visual Simulator.  The host PC contains the
system compiler.  The compiler is used to program a specific RTOS algorithm.  It also
hosts the programming pod used to download the RTOS operating system to the target

embedded controller.  The embedded controller is hosted on an EVB.  The RTOS
actually executes from the embedded controller.  This requires an embedded controller

with enough RAM space adequate for the anticipated overhead of multiple, large linked
lists with record size elements.  The embedded control system also responds to external
input and issues output to the RTOS Visual Simulator during RTOS program execution.

A logic analyzer may also be used to observe any desired system timing status.
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Figure 4 illustrates the RTOS Visual Simulator layout.  The RTOS Visual
Simulator interfaces to the embedded controller via an edge connector.  This allows

exchange of data between the embedded controller and the simulator.  We have used a
Motorola HCS12-based evaluation board with a DP256 processor due to its large RAM
component.  Also, since this is used in a teaching environment, all code is downloaded

and tested in RAM.  The RAM is also needed for the heap employed in dynamic memory
allocation of the data structures.

The simulator implements sixteen different tasks (0-F).  A specific task is
activated using a hardware 1:16 decoder (74HC154).  The decoder ensures that only a

single task is in communication with an embedded controller at a given time.  All tasks
share a common six-line data bus.  The current state (Ready, Dormant, etc. ) of a specific

task is indicated with an illuminated light emitting diode (LED).  The user may interject
status via a hexadecimal keypad.  The keypad is depressed twice to initiate a specific
action.  The first switch activation selects the task while the second switch activation

controls the activity associated with the task.  The task and its associated activity is
displayed on the liquid crystal display (LCD).

Figure 5 illustrates the schematic of the task circuit.  Each task is implemented
with an octal latch (74HC573).  A specific latch is enabled using the 74HC154 decoder

previously described.  This allows task data residing on the task data bus to be latched
into the task.  The latch will hold the task status until updated.  The latch outputs are fed
to a LED to indicate the task state.  The 7404 hex inverter, 330 ohm series resistor, and

the LED form a “logic probe” circuit to indicate the status of the task.  The 7404 standard
TTL inverter output logic low sink current capability is sufficient for illuminating the

LEDs. The full-up hardware system just prior to final fabrication is illustrated in Figure 6.

The Software System

To aid in student understanding of Real Time Operating Systems, a highly
volatile, rapidly changing scenario may be used to illustrate RTOS concepts.  A scenario
may be chosen that is easy to visualize by the students.  For example, a used car

dealership scenario, a waitron handling multiple customers in a restaurant, or even the
security system in a large hotel can be used as an overlay example to illustrate RTOS

concepts.  Different scenarios may be used to illustrate the different scheduling
algorithms.

For example, a used car (task) can have its inherent context such as year, make,
model, vehicle identification number (VIN), and odometer reading.  The car (task) can be

in a variety of states similar to the task states of ready, dormant, etc.  In the case of a used
car, it may be ready for sale (ready), out for a test drive (active), unavailable due to
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Figure 4. RTOS Visual Simulator Layout
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Figure 5. Task Circuit.  LEDs illuminate when the corresponding latch output qn is low.

Figure 6. The RTOS Visual Simulator prior to final assembly.  The upper PCB contains

the “Task Farm” while the PCB on the bottom left is a Minidragon HCS12 DP256 based
evaluation board (Wytec, Inc.).  The PCB on the lower right hosts the hexadecimal

keypad and LCD.  (Task Farm and keypad PCBs were designed and fabricated by Lew
Sircin and George Janack.)
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Figure 7. Structure Chart of Car Lot RTOS System.

 maintenance (waiting), dormant (sold), etc.  The status of up to sixteen cars (tasks) may
be displayed on the RTOS Visual Simulator.  New scenario status may be injected by an

user with the hexadecimal keypad.  The new status may be shown on the LCD and the
contents of the linked lists in response to the status changes may be displayed on the PC

screen.

The structure chart for the Car Lot RTOS System is provided in Figure 7.  It

provides the basic features required to operate the car lot scenario.  The basic software
system consists of functions to initialize the system and to perform basic linked list

processing such as print a linked list, insert a new item to the linked list, delete a
specified item from the linked list, and search for a specific item in a linked list. This
code could be provided to the students to become familiar with basic linked list

operations.  As a homework or laboratory assignment, students could add the necessary
software for the following activities:

• The control and data signals to activate status changes on the RTOS Visual

Simulator,

• The software interface for the hexadecimal keypad,

• The software interface for the Liquid Crystal Display, and

• Additional scenario features.
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Summary/Conclusions

Real Time Operating Systems (RTOS) and their associated concepts are difficult

to teach.  The concepts are quite complex and involve multiple abstract data types such as
multiple stacks and linked lists dynamically handing off information to one another in a
quickly changing scenario.  We have developed a visual simulator to help the student

view these rapidly changing events.  The simulator consists of a hardware board that
displays the status of up to sixteen different tasks in an RTOS environment.  The board

was designed to be used with a HCS12-based evaluation board readily available from a
number of manufacturers.

The system may be used with a variety of overlay scenarios so the student may
become familiar with the complex operation of a RTOS.  Once students are comfortable

with the basic RTOS concepts, the simulator may be used to evolve into a stand alone
RTOS system.  Other complex RTOS attributes such as interacting tasks, sharing
resources, intertask communications, concurrency, and re-entrancy issues may also be

added [5].  If you are interested in any of the items discussed in this paper, please contact
us at steveb@uwyo.edu.
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