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Abstract 
 
The Student Attitudinal Success Inventory (SASI) has been a useful self-reported instrument 
designed to quantify students‘ non-cognitive attributes that predict students’ success and 
persistence in Engineering Education. Developed from its first version, the third version of SASI 
consists 140 items quantifying 16 latent constructs, namely SASI III. The findings in this study 
provide evidence for the construct validity of the SASI III by talking time variables into 
consideration, both occasions (pre-survey vs. post-survey) and cohorts (cohort 2018 vs. cohort 
2019). Further analysis of measurement invariance (MI) reveals the general pattern of fixed and 
free factor loadings in the sixteen-factor models. 
 
Using multiple group confirmatory factor analysis (MG-CFA), a series of models have been 
tested for invariance by comparing goodness-of-fit indexes. MI analysis by cohorts showed 
supports of scale invariance, while MI analysis by occasions established residual invariance. 
By providing reliability and construct validity index for the overall validity and each 
sub-validity and the established minimum scale invariance, SASI III has demonstrated its 
validity as a useful instrument ready to be used as a comprehensive inventory or for comparison 
purposes from a longitudinal perspective. 
 
Introduction 
 
The engineer of the twenty-first century will compete in an increasingly global environment and 
face an expanding array of challenges in business and society (Vest, 2008). To solve those 
challenge, the engineering education enterprise should produce graduates who are not only 
technically proficient but also diverse in terms of background, culture, outlook and approach 
(Moore, Frazier, et al., 2017; Strayhorn, Long III, Williams, Dorime-Williams, & Tillman-Kelly, 
2014). 
 
The retention of engineering students, from admission to graduation, has been an chronic 
international concern in engineering education (Steenkamp, Nel, & Carroll, 2017). Increasing 
retention of engineering students can potentially increase the number of engineering graduates. 
Thus, it is crucial to predict or identify students with propensities to drop out of an engineering 
program, particularly for first-year undergraduate students (Reid, 2009). 
 
Engineering programs admit students based on influential cognitive factors, such as grade point 



average (GPA) and standardized test scores (e.g., SAT and ACT scores). These factors are used 
to predict their academic success in a university setting (Yoon, Imbrie, Lin, & Reid, 2014). 
However, non-cognitive factors have also been identified as integral in students’ retention and 
academic achievement (Al-Sheeb, Hamouda, & Abdella, 2019; Aryee, 2017; Cromley, Perez, & 
Kaplan, 2016; García-Ros, Pérez-González, 
Cavas-Martínez, & Tomás, 2019; Williams, Smiley, Davis, & Lamb, 2018). Non-cognitive 
factors are defined as unobservable traits and latent skills related to students academic 
achievement (Yoon et al., 2014). 
 
The Student Attitudinal Success Instrument (SASI; Immekus, Imbrie, & Maller, 2004; Immekus, 
Maller, Imbrie, Wu, & McDermott, 2005; Reid, 2009; Reid & Imbrie, 2008; Yoon et al., 2014) 
was developed to quantify non-cognitive characteristics of first-year engineering students before 
entering colleges or universities. The original SASI consisted of 161 items assessing nine 
specific non-cognitive constructs: 1). intrinsic motivation, 2). academic self-efficacy, 3). 
expectancy-value, 4). deep learning approach, 5). surface learning approach, 6). Problem-solving 
approach, 7). leadership, 8). team vs. individual orientation, and 9). major indecision. Later on, 
five more non-cognitive constructs were added to the SASI II, including 10). goal orientation, 
11). implicit beliefs, 12). intent to persist, 13). social climate, 14). self-worth, and 15). career 
decision. A validation study of SASI II was conducted with over 3400 students enrolled at a 
large public Midwestern university in 2007 and 2008 in the United States (Yoon et al., 2014). 
Using an exploratory factor analysis (EFA) in data from the 2007 cohort, and validating the 
factor structure with confirmatory factor analysis (CFA) using data from the 2008 cohort, a final 
updated version of SASI, namely SASI II, consisted of 162 items (out of original 246) assessing 
15 underlying constructs. After the first development of SASI in 2004, the instrument has been 
utilized as an important measure to model student retention in the engineering education (see., 
Imbrie, Lin, Oladunni, & Reid, 2008; Imbrie, Lin, & Reid, 2007; Imbrie, Lin, Reid, & 
Malyscheff, 2008, 2010; Lin, 2013; Lin, Imbrie, & Reid, 2010). 
 
Purpose and Research Questions 
 
Due to recent evidence, the SASI II has been reduced to 130 items, and there has been a 
sixteenth factor added to the SASI II data. This third version of SASI, SASI III, consists 140 
items quantifying 16 latent constructs. Therefore, it is necessary to validate the SASI III with 
modified items, because modifications in factors and items potentially change the original 
psychometric properties. In addition to differences in cohorts, students take SASI III twice 
during their first semester. The pre-survey takes place before they enter the college, whereas the 
post-survey is taken at the end of the semester. There are two time-related grouping variables: 
cohorts (2018 vs. 2019) and occasions (pre-survey vs. post-survey). Whenever psychometric 
properties are interpreted, it is critical to examine whether the measurement model across groups 
(e.g., gender, race, time differences) tests the hypothesis that similar interpretation can be derived 
from the data (Milfont & Fischer, 2010; Van de Schoot, Lugtig, & Hox, 2012). Unfortunately, 
previous studies fail to consider grouping variables when validating SASI or SASI II. 
 
Thus, this study aims to 1). validate the SASI III with a new set of constructs and items, and 2). 
examine whether the inventory performance is the same across cohorts and occasions. To 
accomplish these goals, the following research questions are proposed: 



RQ1: What level of reliability for each construct in the SASI III overall, over cohorts and 
occasions? 

RQ2: What is the evidence of construct validity of the SASI III, overall, over cohorts and 
occasions? 

 
To answer research question one, the internal consistency reliability analysis is conducted for 
each construct. The index Cronbach’s α is reported for the overall data set, each cohort, each 
occasion, and both cohort and occasion. To answer research question two, a confirmatory factor 
analysis (CFA) and multiple groups CFA (MG-CFA) are conducted to examine the established 
factor structure of the SASI III. The goal for CFA and MG-CFA in this study were to 1). provide 
evidence of the construct validity of the updated SASI II as a whole, 2). test a hypothesized 
factor structure and evaluate whether the same general factor structure of the SASI III is 
supported in cohorts and occasions. To accomplish those goals, the analysis specified the 
proposed SASI III structure model and evaluated multiple model fit indexes, including CFI, TLI, 
RMSEA, and SRMR, in addition to the 2χ  test. 
 
Theoretical Background  
 
The Student Attitudinal Success Inventory III 
The SASI III is the third variation of SASI, and it is an internet-based inventory consisting of 
140 items quantifying 16 latent non-cognitive constructs: 1). Academic motivation (AMO), 2). 
persistence (PST), 3). mastery learning goal orientation (MLG), 4). personal achievement goal 
orientation (PAG), 5). deep learning approach (DLA), 6). surface learning approach (SLA), 7). 
problem-solving approach (PSA), 8). implicit beliefs about intelligence and person as a whole 
(IMB), 9). self-worth in competition (SWC), 10). self-worth in other’s approach (SWO), 11). 
social engagement (SCE), 12). teamwork (TWK), 13). decision making in college major (DMC), 
14). fit with major/career (FIT), 15). occupational confidence (OCC), and 16). curiosity and 
exploration (CEI). The second column in Table 1 shows the number of items in each construct, 
ranging from 3 in SWO to 24 in AMO. 
 
The options on the SASI III are based on a 6-point Likert scales with the following responses: 1 
= Strongly Disagree, 2 = Moderately Disagree, 3 = Disagree Slightly Less than Agree, 4 = Agree 
Slightly More than Disagree, 5 = Moderately Agree, and 6 = Strongly Agree. All items in SASI 
III are worded in the same direction, and the response can be interpreted in the same way: a 
higher value indicates a higher level in the latent construct. 
 
Validity 
The validity of an instrument is defined as the degree to which an instrument measures what it 
should measure (Beavers, Lounsbury, Richards, & Huck, 2013). 
Validating an inventory, the construct validity is the foundation, which refers to the degree to 
which the instrument measures a particular construct. The construct validity can be assessed with 
the factor analysis (FA). 
 
Factor Analysis 
Factor analysis (FA) is a data reduction process assuming many observable variables can be 
reduced to fewer unobservable (latent) factors that share a common variance (Bartholomew, 



1980; Beaujean, 2014). The latent factors are not directly measured but are meaningful and 
essentially hypothetical constructs that represent observable variables.  
 
Let p denote the number of observed variables 1( ,..., )pX X  and m denote the number of 
unobserved factors 1( ,..., )mF F , and p > m. jX  is the variable represented in latent factors. 
Hence, the factor analysis assumes that there are m underlying factors whereby each observed 
variable is a linear combination of those factors with a residual variance. 
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where 11( ,..., )pmλ λΛ =  denotes the p × m matrix of factor loadings, that pmλ  is the factor loading 
of pth variable on the mth factor, and the pε  denotes the unique factor for each variable p. The FA 
model can be written in a compact matrix form as 
 
 p m pX F E= Λ +  (2) 
 
where pX  is a p × 1 vector of observed variables, Λ  is a p × m matrix of factor loadings, mF  is a  
m × 1 vector of unobserved factors, and pE  is the p × 1 vector of unique factor of each observed 
variable. 
 
The factor loadings provide an idea about how much a specific variable contributes to the factor 
(Beavers et al., 2013). Factor loadings are very similar to weights in multiple regression analyses 
representing the correlation between observed variables and unobserved factors. 
 
Confirmatory Factor Analysis 
Equation 1 and 2 are called the common factor model, which is the foundation of both 
exploratory factor analysis (EFA) and confirmatory factor analysis (CFA). While EFA is a 
descriptive and exploratory procedure, the CFA is a confirmatory process that a specific factor 
model must be specified. Thus, the CFA is to determine a pre-defined factor model’s ability to fit 
an observed data set (Brown, 2015). 
 
Unlike EFA explores the data to determine the number of common factors and the strength of the 
relationship between observed variables and unobserved factors, the CFA is useful to 1). 
establish the validity of a common factor model, 2). compare multiple factor models to account 
for the same data set, 3). test the significance of specific loadings, 4). test relationships between 
or among factors, 5). test correlation among factors, and 6). assess the convergent and 
discriminant validity of observed variables (Beaujean, 2014; Brown, 2015). 
 
There are six necessary steps to perform a CFA: 1). define a factor model, 2). collect the data, 3). 



obtain the correlation or variance-covariance matrix of the data, 4). fit the model to the data, 5). 
evaluate model adequacy, and 6). compare with other models (Brown, 2015). One more step is 
required to modify the factor model based on some modification indexes in some cases. 
However, this step is beyond the scope of CFA (Beaujean, 2014). 
 
Measurement Invariance and Multiple Group CFA 
Educational and psychological research often compare groups on observed variables and 
unobserved factors (Milfont & Fischer, 2010). Such studies often include a comparison among 
1). multiple points in time (e.g., cross-sectional or longitudinal or both), 2). specific groups of 
individuals (e.g., gender or race differences), and 3). residents of different countries (e.g., cross-
cultural). To obtain a meaningful comparison among groups, the common factor model should 
be stable across groups (Van de Schoot, Schmidt, De Beuckelaer, Lek, & Zondervan-
Zwijnenburg, 2015). 
 
Measurement invariances (MI; Jöreskog, 1971; Mellenbergh, 1989) requires the association 
between observed variables and unobserved factors to not depend on thememberships or 
occasions. With MI, differences in estimations among groups do not result from distinctive 
systematic contents or latent constructs’ meanings by groups. MI can be conducted by multiple 
groups confirmatory factor analysis (MG-CFA; Asparouhov & Muthén, 2014; Hirschfeld & Von 
Brachel, 2014), which tests the pre-defined CFA model across groups at each constraint, 
simultaneously. There are degrees of invariance, sequentially from the weakest to the strictest 
form (Putnick & Bornstein, 2016). 
 
Configural invariance: the first and basic step in MI. This step tests whether the latent factor 
structures are the same across groups, which indicates that the basic organization of the 
constructs is established. 
 
Metric (weak) invariance: if configural invariance is established, the next step is to test whether 
the factor loadings are the same across groups, which indicates that items contribute to latent 
factors to the same or a similar degree. 
 
Scalar (strong) invariance: if metric invariance is established, the next step is to test whether the 
intercept of the factor model is the same across groups, which indicates the mean differences in 
latent factors capture all mean differences in the shared variance of the items. 
 
Residual (strict) invariance: if scalar invariance is established, the next step is to test whether the 
residuals, both measurement error and residuals that attributes to the unique factor, are the same 
across groups. 
 
Goodness of Fit 
Like CFA, the MG-CFA assesses a pre-defined factor structure. The most frequent approach to 
evaluate the absolute model fit for the CFA model is to use the Chi-square 2( )χ  test to 
determine how the underlying structure of the existing data differs from the proposed CFA 
model. The hypothesis underlying the 2χ  test is there is no significant difference between the 
actual data structure and the proposed CFA model. As a result, if the inventory is truly measuring 
what it supposes to measure. Then the null hypotheses should not be rejected, p > 0.05. 



 
Unfortunately, however, the 2χ test is sensitive to the sample size (Meade, Johnson, & Braddy, 
2008). As a result, relative model fit indexes are utilized to determine the comparable fit, 
including comparative fit index (CFI), Tucker Lewis Index (TLI), the root mean square error 
approximation (RMSEA), and the standardized root mean residual (SRMR). 
 
Methods 
 
Sample and Procedure 
The SASI III was conducted online using a web-based survey program at a large public 
Midwestern university in 2018 and 2019. Since the SASI III consists of 140 items, it was evenly 
split into two parts so that students could finish each piece whenever they were available. 
Students were asked to participate in the SASI III twice, before their entrance of the program 
(pre-survey) and after one semester of learning in the program (post-survey). Theoretically, the 
SASI III measures sixteen constructs by 140 items. The first three columns of Table 1 summarize 
the non-cognitive constructs measured by the SASI III and the number of items in each 
construct. The number of items is imbalanced across constructs, ranging from 3 in self-worth in 
other’s approach (SWO) to 24 in academic motivation (AMO). 
 
Table 2 provides demographic information about the samples from two cohorts in the sense of 
gender and race. In 2018, there was a total of 2066 ( MN  = 1606 [77.73%], FN  = 460 [22.27%]) 
students responded to the online survey, within which 1225 ( MN  = 961 [78.45%], FN  = 264 
[21.55%]) students finished the pre-survey before their entrance to the college, and 841 ( MN  = 
645 [76.69%], FN  = 196 [23.32%]) finished the post-survey at the end of their first semester. In 
2019, there was a total of 2030 ( MN  = 1531 [75.42%], FN  = 499 [24.58%]) students responded 
to the online survey, within which 1293 ( MN  = 994 [76.88%], FN  = 299 [23.12%]) students 
finished the pre-surveybefore their entrance to the college, and 737 ( MN  = 537 [72.86%], FN  = 
200 [27.14%]) finished the post-survey at the end of their first semester. The ratio between 
female and male students was about ¼ and was stable, indicating that the samples were 
equivalent and balanced across cohorts. However, there were less students who responded to the 
post-survey compared with the pre-survey within each cohort, indicting that the sample were 
equivalent but slightly unbalanced across occasions. 
 
Data Analysis 
The internal consistency reliability analyses were utilized to answer the first research question. 
The validity could not be examined before a level of reliability was verified. 
Using the psych package (Revelle, 2020) in the statistical software R (R Core Team, 2020), the 
reliability coefficient of internal consistency, Cronbach’s α, were calculated for each construct 
within the SASI III overall, over cohorts, occasions, and cohorts × occasions. 
 
The confirmatory factor analysis (CFA) and multiple group CFA (MG-CFA) were employed to 
answer the second research question. The CFA examines whether the pre-defined factor structure 
fits the data as a whole. In contrast, the MG-CFA tests whether the same factor structure fits the 
data over cohorts, occasions, and cohorts × occasions. Thus, there were four tests: 1). CFA for 



data as a whole, 2.) measurement invariance (MI) by cohorts, 3). MI by occasions, and 4). MI by 
cohorts × occasions. 
 
Since the six-level Likert scales were used in the SASI III, the categorical nature violates the 
normality assumption. The weighted least square mean and variance adjusted (WLSMV) 
estimators were utilized to estimate the CFA parameters. Unfortunately, however, as the degree 
of normality violation increases, the error from WLSMV is inflated dramatically (Suh, 2015). As 
a result, the root mean square error of approximation (RMSEA) and standardized root mean 
square error (SRMR) are inflated. Thus, in addition to WLSMV, the maximum likelihood 
estimation (MLE), which is robust with normality violation when estimating error terms (Chou, 
Bentler, & Satorra, 1991; Li, 2016), was also utilized to estimate the CFA model by ignoring the 
categorical nature. 
 
Evaluation criteria: the Cronbach’s α normally ranges from 0 to 1. As a rules of thumb in 
psychometrics (Furr, 2017; Raykov & Marcoulides, 2011), the following criteria were employed 
to evaluate the internal consistency: > 0.90 – Excellent, > 0.80 – Good, > 0.70 – Accept, > 0.60 – 
Questionable, > 0.50 – Poor, and ≤ 0.50 – Unacceptable.  
 
The fit indexes were used to evaluate the CFA and MI model fit, including Chi-square 2( )χ , 
comparative fit index (CFI), Tucker-Lewis index (TLI), the root mean square error of 
approximation (RMSEA), and the standardized root mean residual (SRMR). The recommended 
cut-offs that indicate a good fit are p-value > 0.05 for 2χ  test, CFI and TLI ≥ 0.95, RMSEA and 
SRMR ≤ 0.05 (Kline, 2015; Yu, 2002). However, the Chi-square test is sensitive to the sample 
size (Bearden, Sharma, & Teel, 1982; VanVoorhis, Morgan, et al., 2007). Given the large sample 
size in this study, the Chi-square was reported without further interpretation. Again, because the 
WLSMV estimator inflates the error given the categorical nature of the Likert scale, in this 
study, looser evaluation criteria were chosen for RMSEA and SRMR, ≤ 0.10 (Hooper, Coughlan, 
& Mullen, 2008; Xia, 2016). For the robust MLE estimator, RMSEA and SRMR should still be ≤ 
0.05, but MLE treats responses as a continuous variable. 
 
Results 
 
This study aims to validate the SASI III that quantifies sixteen non-cognitive constructs with 140 
items. Besides, measurement invariance was analyzed to determine if the factor structure meant 
the same thing to participants across cohorts and occasions. 
 
Descriptive Statistics 
Table 2 summarizes demographic information of the participants in gender and ethnicity, along 
with the percentage. Regarding gender, 1/5 to 1/4 of the participants were female. The sample 
size showed an imbalance between females and males. Although there were some variances, the 
ratio was stable regardless of cohorts and occasion. The sample was representative of the rate for 
students in engineering majors. 
 
Similar results could be driven for ethnicity. The sample was imbalanced across race, but was a 
representative sample for engineering students. 
 



Internal Consistency 
Before conducting CFA, the SASI III’s internal consistency was reported in Table 1 for each 
construct overall, over cohorts, occasions, and cohorts × occasions. Overall, the reliability of the 
SASI III was good and at least acceptable. The Cronbach’s alpha ranged from 0.774 for fit with 
major/career (FIT) to 0.950 for both academic motivation (AMO) and decision making in college 
major (DMC). Fourteen out of sixteen constructs had a Cronbach’s α  > 0.800, indicating good 
reliability for the SASI III. Although the reliability coefficient for major/career (FIT) and 
occupational confidence (OCC) were less than 0.800, they were still within the acceptable range 
(Cronbach’s α  > 0.700). 
 
The same pattern could be seen for the internal consistency across cohorts, occasions, and 
cohorts × occasions. This suggests that the SASI III items measure the different constructs that 
deliver consistent scores regardless of the cohorts and occasions. 
 
Construct Validity 
While the reliability indicated how consistent the SASI III was, the CFA was employed to 
examine the construct validity, whether the collected data confirm the theoretical factor structure. 
The CFA model was specified in the structure shown in Table 1. The correlation among factors 
was freely estimated because the oblique rotation was utilized when constructing the inventory 
(Yoon et al., 2014). Table 3 summarized the CFA results when using data as a whole and 
separately by both cohorts and occasions. 
 
Overall, the factor loadings were significant when ignoring cohorts and occasions, and all fit 
indexes were good ( 2χ  (9470) = 305882.07, p < 0.000, CFI = 0.96, TLI = 0.96, WLSMVRMSEA  = 
0.09, MLERMSEA  = 0.04, WLSMVSRMR  = 0.08, MLESRMR  = 0.07). That is, the 140 items in the 
SASI III confirms the 16 hypothesized factor structure. Again, both WLSMVRMSEA  and 

WLSMVSRMR  were greater than MLERMSEA  and WLSMVSRMR , because WLSMV inflates while 
MLE approach is robust with the error terms. When using the dataset separately by cohorts and 
occasions, the model fit indexes showed the same pattern. 
 
When treating samples separately, the factor loadings were significant, and all fit indexes were 
good. This indicates the data collected from the 2018 pre-survey, 2018 post-survey, 2019 pre-
survey, and 2019 post-survey had the same factor structure. But the results provide no evidence 
that those four subsets are comparable because the factor loadings or variances among factors 
might be different; even the factor structures are the same. So additional investigation of 
measurement invariance should be conducted to examine whether those subsets are comparable. 
 
Measurement Invariance 
Again, the measurement invariance (MI) is an extension of CFA, examining the invariance of 
estimated parameters of a set of nested models across multiple groups by employing multiple 
group CFA (MG-CFA). The measurement invariance is supported or established by examining 
changes in the goodness of fit indexes when cross-group constraints are imposed on the 
measurement model. 
 
While CFA tests for the overall fit, the MG-CFA determines if changes in the goodness of fit 



indexes are meaningful as the constraints increases in MI. In other words, the CFA results in the 
proceeding section provided evidence of construct validity overall without accounting for group 
differences. Further investigation is necessary to examine how the group differs in terms of 
measurement and factor structure. Table 4 summarized fit indexes for MI constraints from the 
basic configural level to the most strict level. 
 
MG-CFA for cohorts: when considering cohorts only, the strict level of MI was established from 
the data ( 2χ  (19608) = 318574.50, p < 0.000, CFI = 0.96, TLI = 0.96, WLSMVRMSEA   = 0.09, 

MLERMSEA  = 0.05, WLSMVSRMR  = 0.08, MLESRMR  = 0.07), indicating that the latent factor 
structures, the factor loadings, the intercepts, and the error variances were the same across 
cohorts for the 16 factor model. 
 
Because the constraints were added sequentially, once the strict level of MI was supported, the 
configural, metric, and scalar levels of MI were established. 
 
MG-CFA for occasions: when considering occasions only, the scalar level of MI was established 
from the data ( 2χ  (19608) = 307484.20, p < 0.000, CFI = 0.96, TLI = 0.96, WLSMVRMSEA  = 0.09, 

MLERMSEA  = 0.04, WLSMVSRMR  = 0.08, MLESRMR  = 0.07), indicating that the latent factor 
structures, the factor loadings, and the intercepts were the same across cohorts for the 16 factor 
model. However, the strict level of MI is not supported from the data ( 2χ  (19608) = 312838.77, 
p < 0.000, CFI = 0.89, TLI = 0.89, WLSMVRMSEA   = 0.12, MLERMSEA  = 0.10, WLSMVSRMR  = 0.11, 

MLESRMR  = 0.10). This meant the error variances were not the same across occasions for the 16 
factor model. 
 
Again, because the constraints were added sequentially, once the scalar level of MI was 
supported, MI’s configural and metric levels were established. 
 
MG-CFA for cohorts and occasions: when considering both cohorts and occasions, the results 
were similar as when only considering occasions. The scalar level of MI was established from 
the data ( 2χ  (39884) = 223109.07, p < 0.000, CFI = 0.96, TLI = 0.96, WLSMVRMSEA   = 0.09, 

MLERMSEA  = 0.05, WLSMVSRMR   = 0.09, MLESRMR  = 0.07), indicating that the latent factor 
structures, the factor loadings, and the intercepts were the same across cohorts for the 16 factor 
model. However, the strict level of MI is not supported from the data ( 2χ  (39884) = 332109.07, 
p < 0.000, CFI = 0.89, TLI = 0.89, WLSMVRMSEA  = 0.11, MLERMSEA  = 0.09, WLSMVSRMR  = 0.12, 

MLESRMR  = 0.10). This meant the error variances were not the same across occasions for the 16 
factor model. Because cohorts had a strict level of MI, and occasions had scalar one. The scalar 
level of MI considering both cohorts and occasions may be attributed to occasions. 
 
Discussion and Conclusion 
 
This present study aims to examine the psychometric properties of the third version of The 
Student Attitudinal Success Inventory (SASI III) and provide evidence for construct validity 



overall, over cohorts, occasions, and cohorts × occasions. Given the importance of the inventory 
that evaluates academic success and predicts students’ persistence, this study contributes to the 
research by assessing the quality of the inventory with the potential for engineering education 
and other related fields in higher education. 
 
The SASI III is a 140-item Likert-scale instrument developed to quantify 16 non-cognitive 
attributes related to academic success and persistence for the first-year engineering students. The 
literature and theory suggest that sixteen factors contribute to the overall academic success and 
persistence of first-year engineering students. Previous study and initial validity analyses provide 
empirical evidence or internal reliability and construct validity for the previous SASI. The 
internal consistency reliability, construct validity, and measurement invariance of this inventory 
across two time-related variables were analyzed in the current study. 
 
The internal consistency reliability provides evidence that the SASI III was consistent in the 
sense of reliability overall, over cohorts and occasions, which also fulfills the pre-requests for 
examining the construct validity. The omnibus test of construct validity using the confirmatory 
factor analysis (CFA) provides evidence that the SASI III confirms the theoretical factor 
structure overall, over cohorts, occasions, and cohorts × occasions. Besides, the multiple group 
CFA (MG-CFA) that examines measurement invariance (MI) suggests that the strict level of MI 
is supported across students from different cohorts. Still, only the scalar level of MI is supported 
when concerning occasions.  
 
Mean Differences in Latent Factors 
In practice, once the scalar (strong) invariance is established, researchers are free to compare 
group mean differences in the latent factors by set the latent factor mean to 0 in one group and 
estimate the means in other groups. The estimated means represent the differences in latent 
means compared with the reference group. This study established the scalar level of MI for the 
SASI III, which provided evidence to compare students by either cohorts or occasions. 
 
Lack of a strict level of MI: while the scalar level of MI is the basic level when conducting 
further data analyses using the SASI III, the strict level of MI is the golden standard. However, 
studies on MI of survey scales have shown that the strict level of MI is a challenge to meet (Van 
de Schoot et al., 2015). The lack of a strict level of MI may cause potential bias that obstructs the 
comparison of latent factor means. 
 
Full vs. partial invariance: rather than ignore the non-invariance in residual and proceed with 
tests of mean differences in the latent factors across groups, another common practical approach 
to accept some degree of violations of MI is to use the partial invariance. 
 
While the full MI examines all possible combinations with groups, the partial invariance 
investigates measurement invariance with some target combinations of grouping variables. For 
example, in this study, both cohorts (2018 vs. 2019) and occasions (pre-survey vs. post-survey) 
were examined, so the full MI simultaneously compares all four combinations of cohorts and 
occasions: 2018 pre-survey, 2018 post-survey, 2019 pre-survey, and 2019 post-survey. 
 
If the goal was to only compare students in the 2018 pre-survey and 2019 post-survey, the partial 



invariance might be found between those two combinations rather than all four combinations. 
However, partial invariance should be used with caution, because standards for partial invariance 
vary greatly, and there are no empirical studies cited to support different guidelines (Putnick & 
Bornstein, 2016).  
 
Practical Implications 
An inventory such as the SASI III may be pragmatically helpful to quantify 
non-cognitive attributes in engineering education and other majors under the umbrella of STEM 
education. Educational professionals may use it as a screening tool for students who are 
struggling or who may drop out, and policymakers may use the result to decide referring students 
to educational resources or choosing inventions to address specific concerns. 
 
From a descriptive perspective, students with low scores in academic motivation (AMO), 
persistence (PST), social engagement (SCE), and decision making in college major (DMA) 
should be referred to the academic consulting center, those who have low scores in fit with 
major/career (FIT) could lead to a consulting in the career center. Also, a low score in mastery 
learning goal orientation (MLG), personal achievement goal orientation (PAG), deep learning 
approach (DLA), surface learning approach (SLA), and problem-solving approach (PSA) may 
warrant a referral for tutoring in the major. 
 
The SASI III could be used for intervention development and research for causality-related 
concerns from an inferential perspective. For example, one of the goals for an academic program 
is to bridge the gap between high school and university education. With the SASI III results, 
students who may be at risk or facing challenges in different non-cognitive attributes can be 
identified or predicted. The admission office can use the results as a reference for newly admitted 
students to avoid drop out. Academic directors may analyze those results and offer specific 
recommendations and interventions depending on areas of weakness on the SASI III scale. This 
will also allow first-year students to seek supports and interventions before their failure in but 
not limited to engineering majors. Department heads and faculties could also use the results to 
make programmatic changes as needed. It could also be beneficial to develop professional 
training programs using the SASI III to assist students. 
 
Finally, from a longitudinal perspective, changes or trends could be detected across (e.g., 
cohorts) or within (e.g., occasions) generations using the SASI III. For example, success for 
college students in older generations depends more on individual-related attributes, such as 
implicit beliefs about intelligence and person as a whole (IMB), self-worth in competition 
(SWC), and occupational confidence (OCC). On the other hand, younger generation college 
students may rely more on group-related attributes, like self-worth in other’s approach (SCE) and 
teamwork (TWK). 
 
Limitations and Future Directions 
There were several limitations in this study that may impact the results and potential utility of 
this study.  
 
Firstly, psychometric properties may influence the construct validity through reliability. The 
reported Cronbach’s α coefficients of the SASI III were higher, but the number of items was 



small on some of the scales (e.g., self-worth in other’s approach (SCE), fit with major/career 
(FIT), social engagement (SCE)). In contrast, for some other scales, there are more items (e.g., 
academic motivation (AMO), problem-solving approach (PSA), and surface learning approach 
(SLA)). The imbalance in the number of items in each scale could influence construct validity. 
 
Secondly, this study only considers time as grouping variables (e.g., cohorts and occasions). It is 
also of interest to examine how the SASI III performs across other nominal variables. For 
example, if the ultimate goal is to study gender differences in persistence for the first-year 
engineering students, the multiple group CFA should be conducted over gender. Meanwhile, race 
or ethnicity should be used when cultural differences are the purpose. Regardless of the goals 
and what nominal variable is utilized, whether the inventory works equivalent across groups 
must be investigated before comparing them. 
 
Thirdly, the population may influence reliability and validity since the participants were all from 
one large public Midwestern university. This limits the generalizability of the results to broader 
college students. All the sample was in their first year of college, which may affect 
generalizability beyond the first year of college.  
 
Fourthly, the data included only two cohorts students that are not sufficient to detect generational 
changes over time. Data from more cohorts should be collected from a longitudinal perspective. 
 
Last but not least, while internal consistency reliability and construct validity focus on the SASI 
III as a whole test, item response theory (IRT) should be employed to investigate how individual 
items perform on the SASI III. Based on the IRT results, items with poor performance should be 
removed without affecting the reliability and validity of the inventory. 
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Table 3 
Confirmatory factor analysis results for construct validity of the SASI III 

 

Fit indices Overall 2018 2019 
Pre Post Pre Post 

2χ   305882.07 89142.84 80104.77 80066.36 74950.82 
df  9470 9470 9470 9470 9470 
p-value 0.00 0.00 0.00 0.00 0.00 
CFI 0.96 0.96 0.96 0.95 0.96 
TLI 0.96 0.96 0.96 0.95 0.96 
RMSEA (WLSMV) 0.09 0.08 0.10 0.08 0.10 
RMSEA (MLE) 0.04 0.04 0.05 0.04 0.05 
SRMR (WLSMV) 0.08 0.08 0.09 0.08 0.09 
SRMR (MLE) 0.07 0.07 0.08 0.07 0.08 

 
 
  



 

Table 4 
Measurement invariance results for the SASI III 
 
 
Category Configural Metric Scalar Residual 

Fit indices  (Weak) (Strong) (Strict) 
By Cohorts     

χ2 317344.3
2 

319738.4
8 

318574.5
0 

318574.5
0 

df 18940 19064 19608 19608 
p-value 0.00 0.00 0.00 0.00 
CFI 0.96 0.96 0.96 0.96 
TLI 0.96 0.96 0.96 0.96 
RMSEA (WLSMV) 0.09 0.09 0.09 0.09 
RMSEA (MLE) 0.04 0.04 0.04 0.05 
SRMR (WLSMV) 0.08 0.08 0.08 0.08 
SRMR (MLE) 0.07 0.07 0.07 0.07 

By occasions 
χ2 301618.31 314184.31 307484.20 312838.77 
df 18940 19064 19608 19608 
p-value 0.00 0.00 0.00 0.00 
CFI 0.96 0.96 0.96 0.89 
TLI 0.96 0.96 0.96 0.89 
RMSEA (WLSMV) 0.09 0.09 0.09 0.12 
RMSEA (MLE) 0.04 0.04 0.04 0.10 
SRMR (WLSMV) 0.08 0.08 0.08 0.11 
SRMR (MLE) 0.07 0.07 0.07 0.10 

By cohorts × occasions 
χ2 324264.79 341804.77 223109.07 332109.07 
df 37880 38252 39884 39884 
p-value 0.00 0.00 0.00 0.00 
CFI 0.96 0.96 0.96 0.89 
TLI 0.96 0.96 0.96 0.89 
RMSEA (WLSMV) 0.09 0.09 0.09 0.11 
RMSEA (MLE) 0.05 0.05 0.05 0.09 
SRMR (WLSMV) 0.09 0.09 0.09 0.12 
SRMR (MLE) 0.07 0.07 0.07 0.10 
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