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WIP: Finding the Right Questions: Using Data Science to Close 

the Loop with Classroom Response Systems
 

Introduction 
 

This work in progress paper explores the use of data science to analyze classroom response 

system (CRS) data.  A CRS is an educational technology tools that when paired with an 

appropriate pedagogy, such as team-based learning, provide increased classroom engagement in 

support of improved teaching and learning [1]-[4]. They do this by leveraging technology to 

allow every student to respond to instructor posed questions. Many of these systems, such as 

Learning Catalytics and clickers, collect and store a wealth of individual student response data 

that is aggregated to provide instructors with real time (in-class) student response data [5]. 

Several efforts for the analysis of CRS data have been reported [6]. Some of them focused on 

comparing traditional and team-based approaches [7]. Other studies have performed data 

analysis on student surveys [8]-[10], or combined historical student grades with survey responses 

[11]-[13]. One open challenge in this setting is how to glean insights from all of the collected 

response data to identify activities, specific questions, and combinations of questions that 

associate with student performance. A data driven analysis of student response data collected by 

a CRS combined with student performance data will enable individual instructors to refine and 

adapt their use of a CRS, thus closing the loop from an instructional design perspective. This 

paper presents a data science methodology and preliminary results of analyzing CRS data 

accumulated from daily activities in two sections of an a calculus I course taken exclusively by 

engineering students. The data is collected from the CRS Learning Catalytics where students 

respond to questions in two rounds following a team-based learning model. In the first round, 

students answer questions individually; in the second round, they answer the same questions as a 

team, reviewing each other’s answers from round 1 and receiving feedback about correctness of 

their answers. The CRS stores each student’s responses from both rounds along with a 

timestamp. 
 

Objectives 
 

The objective of this study is to develop and employ a data science methodology to aggregate 

and explore the data collected by the use of a CRS, with the final goal to help answer two 

questions: 1) examine the effect of the difference between individual and team-based responses 

on student performance, and 2) identify which activity question scores, individual and team-

based, are associated with better exam performance, thus possibly allowing the reduction of the 

number of questions. 
 

Methods 
 

The data consists of classroom activity scores and the exam score for a single unit.  Class activity 

data was collected through the classroom response system Learning Catalytics. The score data 

thus consisted of the unit exam score and the class activity scores for 30 questions for each of 53 

students. For each question, students receive two scores as described above, with each score 

being in the range (0,4). Table A1 in Appendix A shows sample data for four students, showing 

the round 1 and round 2 scores for two questions. Using the original question scores, we 

constructed three sets of data to use in building predictive models for the unit exam score. 



 

 

Dataset 1 has all the round 1 and round 2 scores for each of 30 questions for each student. This 

data thus consists of 61 variables (the scores for all 30 questions and the first unit exam) for each 

student (a 53X61 data matrix). Dataset 2 has only a difference factor (df) scores, calculated for 

each student as the difference between the round 2 score (team based) and round 1 score 

(individual). This data thus consists of 31 variables (the round 2 score minus round 1 score 

difference for each of the 30 questions and the first unit exam) for each student (a 53X31 data 

matrix). Dataset 3 is the combination of dataset 1 and 2. This data thus consists of 91 variables 

(the scores in round 1, round 2, and the round 1 minus round 2 differences, for all 30 questions, 

in addition to the first unit exam) for each student (a 53X91 data matrix). 
 

In this preliminary work, we report on a limited number of methods. We first use exploratory 

analysis, then build predictive models of exam performance to help explore which in-class 

activity questions play an important role in student performance. We use scikit-learn version 

(0.20.2) [14], a Python (version 3.6) machine learning library, to build predictive models. For all 

three predictive models, we use as target the score for the first unit’s exam. We split the data into 

two subsets, with 80% (of the students’ scores) used for training the predictive models and the 

remainder (20%) used for testing the models.  
 

We created heat maps of the students’ class activity and exam scores, as well as the constructed 

features obtained by aggregating these scores. We then built a random forest model, a powerful 

predictive model that has a built-in mechanism to filter the set of possibly correlated predictor 

variables to only the most predictive ones [18]-[19]. We then computed the feature importance 

scores to select the score-based features which contribute most to predict the unit’s exam score, 

and thus the activities that are most predictive with the exam score. 
 

Results 
 

In the following, and due to space limits, we report only a selection of the results that seemed to 

be interesting on the entire combined data set (Dataset 3).  We have 30 questions for each of 54 

students in this dataset, thus a total of 1620 individual class activities in Unit 1, of which 1076 

remain after absences are excluded. 
 

Table 1: Summary of Individual and Team-Based scores on class activities 

Total number of questions 

answered (absences 

excluded) 

Number of times that 

students got the same 

score on each round 

Number of times that 

students got a lower score 

on round 2 

Number of times that 

students got a higher score 

on round 2 

1076 497 58 521 

100% 46.2% 5.4% 48.4% 

From Table 1, we see that 48.4% of activities in-class, resulted in getting higher scores after the 

team-based discussions. When we compare this with the 5.4% of students whose scores 

decreased after team discussions in round 2, we may see that the benefit of working in a team-

based model outweighs the negatives. 
 

Appendix B - Figure 1 shows the heatmap of several aggregated constructed features for each 

student, such as averages of round 1 and round 2 scores, and average of improvements from 

round 1 to round 2, as well as the proportion of activities where the round 2 team-based scores 



 

 

improve, deteriorate or remain the same compared to the individual score (round 1). A quick 

glance at the entire visualization shows that the majority of students improve their activity scores 

as a team (round 2). Furthermore, the first and last columns in this visualization show a tendency 

for a better exam score with higher improvements in team-based activities relative to the 

individual score. The conclusions from the visualization may be limited by small samples. 
 

Appendix B - Figure 2 shows the correlation matrix between aggregated scores and exam score. 

The exam scores are positively correlated with the round 1 and round 2 (stronger correlation) 

scores and they are even stronger correlated with the number of improvements from round 1 

(individual score) to round 2 (team score). This may indicate that team-based activities in the 

classroom are important. Further analysis would be needed to study the separate effect of round 1 

performance and team-based improvement. 

Figure 1: shows a heatmap of Dataset 3’s activity scores, df scores (round 2 minus round 1) and 

Exam 1 Score, in addition to the constructed feature (Number of df score above zero/ Number of 

df). Data is sorted in ascending order of unit 1 exam score. Most activities result in improved 

scores after the team discussions, compared to individual work. However, Unit 1 Lesson 5 

Question 5 results in an interesting anomalous pattern in Figure 1 (See Appendix C - Figure 3 for 

the entire heatmap) where the round 2 minus round 1 difference scores are negative for several of 

the top performing students (the bottom rows in the heatmap), indicating a lower score after team 

discussions. A similar pattern is observed for Unit 1 Lesson 4 Question 2. Although the numbers 

are low, such an anomaly is easy to spot in this figure and may result in further study as a follow 

up with the students. 
 

We built a Random Forest predictor (RF1) which resulted in an accurate model on the left out 

test set with an RMSE of 0.089. Then we selected the top features based on the computed feature 

importance and built increasingly complex models, thus increasing the number of features used 

to build the model by gradually adding the features in the order of the feature importance until 

the RMSE on the test set stabilizes to a reasonably close value to the full RF1 model. This 

stabilization occurred at the reduced model (RF2), which resulted in a testing RMSE of 0.092, 

obtained with the top 25 features. The top 10 and bottom 10 features are listed in Appendix E - 

Table 1. 
 

  



 

 

Discussion and Conclusions 

 

The features sorted by their importance, show that certain class activity questions (e.g. the top 10 

features in Appendix E - Table 1 and sample questions are listed in Appendix D) are highly 

predictive of the exam score at the end of the unit; while certain questions (e.g. the bottom 10 

features in Appendix E - Table 1, a sample of which is listed in Appendix B) seem to have little 

impact on the Exam 1 score. Furthermore, for some of these questions (e.g. Unit 1 Lesson 4 

Question 2), the difference between the team and individual round scores seems to be important 

determinants of the unit’s exam score in addition to the round 1 score. This, in combination with 

the direction of impact on the exam score, may indicate that team-based activities are particularly 

effective for certain questions. However, Appendix B - Figure 3 (see yellow outline annotations 

in the figure) shows that overall most students’ round 1 and round 2 scores were similar for this 

question, except for a small group of students who got the top scores in Exam 1. Surprisingly 

their scores in round 2 decreased compared to round 1 (see red outline around the orange colored 

cells on the left in  Appendix B - Figure 3), a similar pattern observed for Unit 1 Lesson 5 

Question 5 (see red outline around the red colored cells on the right in  Appendix B - Figure 3) 

which motivates examining these cases closely and scrutinizing the question or the team 

formations.  

 

Making conclusions based on the importance order of the features corresponding to the questions 

is not straightforward since it is possible that round 2 and round 1 scores for the same questions 

may be correlated, which would eliminate one of the rounds from the top features. However we 

can quickly glance at the heatmap visualization in Appendix B - Figure 3 to verify that the top 

feature, hence the most important question (Unit 1 Review 1 Question 1) round 2 is significantly 

higher than round 1, and furthermore that Round 2 scores for this question are positively 

associated with the exam score in Unit 1 (easy to see since the exam score is sorted in Appendix 

B - Figure 3 - last column) for most students. Yet the comparative order (ranking based on 

feature importance) of the questions remains relevant for gauging question importance. Future 

analysis should consider extending our predictive model to be able to analyze local association 

between questions and performance for groups of similar students instead of the entire class, 

paving the way towards a personalized approach to question design.  

 

To conclude, our preliminary study based on visualization offers one way to explore disparate 

data using a shallow but fast process that relies on visual perception to spot patterns, trends, 

anomalies and dependencies. This approach, although simple, is limited by the need to become 

familiar with the specific visualizations and their interpretation within a particular context. Even 

after sufficient familiarity is established with the visualizations, there is a risk of subjectivity in 

interpreting visualizations. Despite these limitations, we emphasize that visualization should only 

be a preliminary step to spot patterns and help the domain expert formulate hypotheses that can 

later be analyzed using rigorous methods in order to answer research questions. Our preliminary 

study of predictive models and feature importance is a proof of concept that analyzing score 

based features may shed some light on which questions hold higher prediction power of the 

students’ performance in the exam at the end of the unit. An analysis of the coefficients of a 

linear model or another interpretable predictive model such as a decision tree regression model, 

might be able to better understand how each of the questions relates to the unit exam score. Our 

analysis has additional limitations, the most important of which may be the effect of the unit’s 



 

 

exam questions on which classroom questions turn out to be important. This can be 

circumvented by a content-based analysis that pays attention to the actual content of questions, 

and by an analysis that hones in on the student’s performance in each individual exam question, 

in addition to the total exam score. Despite its limitations, the type of analysis performed in this 

paper may one day allow the instructor to fine-tune the choice of questions in order to design 

optimal classroom activity questions, thus closing the loop in classroom response systems. 

Future work will address the limitations and will expand the analysis in both scale (units and 

courses) and methods. 
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Appendix A: 
 

Table A1: Sample data for four students round 1 and round 2 scores for two class activity 

questions in Unit 1 Lesson 1 (U1L1) 

 
 

  



 

 

Appendix B: Figure 1, Figure 2 and Annotations on Figure 3 (heatmap visualization 

accompanying the discussion of results) 

 
Figure 1:  Heatmap of the calculated aggregates: columns: Exam 1 Score, Proportion of positive 

(round 2 - round 1) differences, Proportion of zero (round 2 - round 1) differences, Proportion of 

negative (round 2 - round 1) differences, Average of  (round 2 - round 1) differences, Average of 

round 1, Average of  the ratios (round 2 - round 1) differences / round 1 score, Average of round 

2, Average of  the ratios (round 2 - round 1) differences / round 2 score. Rows: students. All 

ranges are in [0,1].  



 

 

Figure 2: Correlation matrix between aggregated scores and exam score. 

 

 

 

 



 

 

 

Figure 3: Data set 3: columns are activity scores, df scores (round 2 minus round 1) and Exam 1 

Score, in addition to the constructed feature (Number of df score above zero/ Number of df). Rows 

are students. Exam 1 score range (0, 1). Df scores range (-4, +4). Data is sorted in ascending order 

of unit 1 exam score. 

 

  



 

 

Appendix C: A sample of top 5 questions 

1. Unit 1 Review 1 Question 1 

 

2. Unit 1 Lesson 4 Question 2 

 

3. Unit 1 Lesson 1 Question 2 

 

4. Unit 1 Lesson 4 Question 8 

 



 

 

 

Appendix D: A sample of bottom 5 questions 

1. Unit 1 Lesson 1 Question 3 

 
2. Unit 1 Lesson 5 Question 1 

 

3. Unit 1 Lesson 4 Question 3 

 

4. Unit 1 Review Question 4 

 



 

 

5. Unit 1 Review Question 5 

 

Appendix E: 

 

Table 1: Top 10 and bottom 10 features based on feature importance scores in the trained random 

forest model that predicts the exam score in Unit 1. 

Top features Importance 

score 

Bottom features Importance 

score 

U1R1 Question 1 (round 2)   

U1L1 Question 2 (round 2)   

U1L4 Question 8 (round 2)   

U1L4 Question 2 df score 7 

U1L4 Question 2 (round 1)   

U1L5 Question 3 df score 16 

U1L1 Question 2 df score 2 

U1L5 Question 2 df score 15 

U1L4 Question 3 (round 1) 

U1R1 Question 5 (round 2) 

1.00 

0.85 

0.54 

0.53 

0.37 

0.36 

0.32 

0.30 

0.26 

0.19 

U1L1 Question 3 (round 1)   

U1L1 Question 5 (round 1) 

U1L1 Question 4 (round 1) 

U1L4 Question 3 (round 2)   

U1L4 Question 5 (round 2) 

U1L5 Question 1 (round 1)  

U1L5 Question 1 df score 14 

U1R1 Question 4 (round 1) 

U1R2 Question 5 df score 

U1R2 Question 3 (round 1) 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

 


