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WIP: Using Machine Learning to Map Student Narratives of Understanding 
and Promoting Linguistic Justice 

Introduction 
 
This work-in-progress paper expands on a collaboration between engineering education 
researchers and machine learning researchers to automate the analysis of written responses to 
conceptually challenging questions in statics and dynamics courses [1]. Using the Concept 
Warehouse [2], written justifications of challenging conceptual questions, called ConcepTests 
(CTs), were gathered from a diverse set of two- and four-year institutions. Written justifications 
for CTs have been used to support active learning pedagogies [3], [4], making it essential to 
investigate how students assemble their problem-solving narratives of understanding. However, 
despite the considerable benefit that analysis of student written responses may provide to 
instructors and researchers, manual review of responses is cumbersome, limits analysis, and can 
be prone to human bias. 
 
In efforts to improve the analysis of student written responses, machine learning has been used in 
various educational contexts to analyze short and long texts [5], [6]. Natural Language 
Processing (NLP) uses machine learning methods like transformer-based machine learning 
models [7], [8], which can be used through fine-tuning or in-context learning methods. NLP can 
be used to train algorithms that can automate the coding of written responses. Only a few studies 
for educational applications have leveraged transformer-based machine learning models, further 
prompting an investigation into its use in STEM education. However, since language analysis is 
challenging to automate because of its complexity, NLP has been criticized for increasing the 
possibility of perpetuating and amplifying harmful stereotypes and implicit biases [9], [10]. 
 
This study details preliminary results to plan for using NLP for linguistic justice. Linguistic 
justice is defined as equitable access to political or social life through language [11].  Through 
text summary and topic modeling utilizing machine learning tools like Bag-of-Words (BoW) and 
latent Dirichlet allocation [12], we identify critical aspects of student narratives of understanding 
in written responses to statics and dynamics CTs. We seek to use machine learning to identify 
different ways students talk about a problem. Through this process, we hope to help reduce 
human bias in the classroom and through technology by giving instructors and researchers 
diverse narratives that include insight into their students’ histories, identities, and understanding. 
These can then be used to connect technological knowledge to students’ everyday lives. 
 
Background 
 
Ways of understanding that deviate from normative Western discourses have been historically 
excluded from schooling [13], [14], [15]. These narratives of understanding give us ideas 
regarding the sensemaking and processing students undertake when learning. During problem-
solving processes, such as answering complex concept questions, we risk losing their narratives 
because their everyday language may not fit into the standard accepted by the majority [15]. 
Students and teachers unconsciously form conceptions of performance-based expectations due to 
status characteristics like gender, race, class, etc. How others express their ideas significantly 
impacts which students are taken seriously and who is given access to the conversational floor 
[16], [17]. Multiple solutions have been proposed to alleviate these inequities in education. 



Culturally responsive [18] and sustaining pedagogies [19] aim to ensure that students’ histories 
and identities are sustained in the classroom. However, in larger classrooms, as with the 
mechanics courses studied here, these pedagogies can be challenging to implement. 
 
As students have different histories and identities that they draw upon to formulate their 
academic discourses to write these written responses, analysis using NLP becomes tricky as most 
data don’t include culturally diverse language and narratives within them [9], [10]. Thus, existing 
algorithms will recognize students who express their ideas in specific ways more often. 
Linguistic justice in NLP aims to create algorithms that can effectively analyze large amounts of 
data without leaving out the voices of non-dominant discourses. 
 
Methods 
Context and Setting 
 
This study emerges from a larger study investigating the uptake of the Concept Warehouse [2] in 
mechanics courses at diverse two- and four-year institutions.  Eight common concept questions 
(four in statics and four in dynamics) were given at all institutions. All instructors used the 
written short answer follow-up, which asks, “Please explain your answer in the box below,” to a 
conceptually challenging multiple-choice question.  
 
Qualitative Coding 
 
Emergent and a priori coding methods [20] were used to analyze CW Question 6141 (shown in 
Figure 1), as detailed previously [1]. Similar themes emerged from the analysis of this question.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. CW Question 6141 
 
Students use the processes of identification, comparison, and inference to navigate through 
answering this problem. This cognitive process sets the basis of a narrative of understanding. 
Students identify concepts like the moment of inertia and other physical properties of the 
system. Students use these concepts to compare initial energy, angular momentum, and kinetic 



energy. Finally, students use these concepts and comparisons to make inferences about 
translational and rotational motion. Although students use these common themes in their 
narratives, they convey knowledge differently. 
 
Machine Learning 
 
Text summary, topic modeling, and the Naïve Bayes Classifier were used as exploratory methods 
to analyze 106 written responses. Text summary and topic modeling are unsupervised machine 
learning methods, while the Naïve Bayes Classifier is a supervised machine learning method.  
Text Summary 
 
Bag-of-Words modeling compiles words and phrases from the data set to condense large 
amounts of text. More formally, this kind of test feature extraction is done by splitting all words 
in the data set and creating representations of the word in a vector format. This can be used 
alongside sentence- and word-tokenizing tools to summarize the text.  
Text Modeling 
 
Methods 1 and 2 of text modeling were completed using the same pre-processed data. Method 1 
and Method 2 used the same algorithm but extracted different numbers of keywords. They both 
utilized latent Dirichlet allocation (LDA), which is a Bayesian model that makes documents 
“random mixtures over latent topics, where a distribution over words characterizes each topic” 
[12, p. 996]. More simply, LDA sees topics as probability distributions, and to generate these, 
LDA finds patterns of words that repeat together, occur frequently, or are similar. Then the 
algorithm will tag documents with these topics.  
Naïve Bayes Classifier 
 
To see the potential loss of narratives of understanding, a multinomial Naïve Bayes Classifier 
was used to see how well a computer could predict, based on a response, whether it was correct. 
We must emphasize that this is not to develop a tool that could predict correct answers of a 
response but to see how many narratives of understanding we could lose. Naïve Bayes is just one 
metric to see the potential loss of student narratives of understanding. Naïve Bayes in NLP uses 
the principles of Bayesian thinking to predict a posterior probability. In this case, we predict if a 
response is correct based on a topic (a set of words), as seen in the equation below.  

𝑃(𝐶𝑜𝑟𝑟𝑒𝑐𝑡|𝑇𝑜𝑝𝑖𝑐) =
𝑃(𝑇𝑜𝑝𝑖𝑐|𝐶𝑜𝑟𝑟𝑒𝑐𝑡) ∗ 𝑃(𝐶𝑜𝑟𝑟𝑒𝑐𝑡)

𝑃(𝑇𝑜𝑝𝑖𝑐)  

Since multinomial Naïve Bayes assumes words are independent of one another, these 
probabilities for each word being correct in a topic are multiplied to calculate the final 
probability. For example: 

𝑃(𝑇𝑜𝑝𝑖𝑐|𝐶𝑜𝑟𝑟𝑒𝑐𝑡)
= 𝑃(𝑇𝑜𝑝𝑖𝑐!"#$	&|𝐶𝑜𝑟𝑟𝑒𝑐𝑡) × 𝑃(𝑇𝑜𝑝𝑖𝑐!"#$	'|𝐶𝑜𝑟𝑟𝑒𝑐𝑡) × …
× 𝑃(𝑇𝑜𝑝𝑖𝑐!"#$	(|𝐶𝑜𝑟𝑟𝑒𝑐𝑡)	 

This can then be used to predict if a response will be correct based on these probabilities.  
 
 
 
 



Preliminary Findings 
Text Summary 
 
Extensive explanations can be condensed into shorter explanations, as shown in Table 1. N-
grams (shown in Appendix A.1) are examples of words and phrases that the BoW method uses to 
create the vectorized list of words. This can then be used to summarize text as shown in Table 1.  
Table 1. Text summary example results. 
 Student Response Machine Output 
Example 1  The mass moment of inertia for the ring is 

I=mr^2 and for the solid disk, its I=1/2mr^2. So 
the MMOI of the ring cross section is larger, so 
the initial kinetic energy of the ring is larger. 
Therefore, it has more initial energy. All of this 
energy will be converted to potential energy. 
Since the ring cross section has more initial 
energy, it will travel higher before stopping 
because all kinetic energy is converted to 
potential energy. This correlates to it going 
farther up the ramp before stopping. 
 

The solid cylinder has a      
smaller mass moment of 
inertia, so it will lose less 
kinetic energy over time 
compared to the pipe. 

Example 2  Although they have the same angular velocity 
the moment of inertia of the ring is greater. The 
ring will have more energy going into rotational 
kinetic energy and they have the same linear 
kinetic energy. Therefore the first system has 
more energy and will go further up the hill. 

Therefore the first system has 
more energy and will go 
further up the hill. 

 
Text Modeling 
 
Through Method 1, the following keywords were determined.  

[['energy', 'pipe', 'cylinder'], ['inertia', 'moment', 'larger']] 
 
Method 2 obtained the following 10 topics. Each topic lists related words as determined by LDA. 
As the increase in topics happens, the terms get less specific regarding the problem topic. 
Sticking with a smaller set of topics in Method 1 presents a more accurate set of keywords.  

Topic 0:  ['bit', 'b.', 'assumed', 'compressed', 'bd', '4', 'ac'] 
Topic 1:  ['assuming', 'answers', 'at least', 'a-c', 'chose', 'confusing', 'believe'] 
Topic 2:  ['bars', 'called', 'angles', 'and', 'act', 'change', 'a.'] 
Topic 3:  ['acting', 'coming', 'central', 'concluded', 'clear', '(', 'cd=tension'] 
Topic 4:  ['compresses', 'balancing', 'center', 'clicking', '45deg', 'basically', 'because'] 
Topic 5:  ['analyzing', '@', 'bc', 'causes', '100', 'cb', 'b-'] 
Topic 6:  ['approach', '?', '0.667p', 'able', 'asking', 'cancel', "''"] 
Topic 7:  ['cd', 'adjacent', 'connected', '2p', 'b', 'apart', 'cause'] 
Topic 8:  ['certain', 'calculations', 'based', 'bodies', '>', 'al', 'caused'] 
Topic 9:  ['answer', 'balanced', 'actually', ')', 'approaching', '1.89p', 'completely'] 
 



Naïve Bayes Classifier 
 
Using a multinomial Naïve Bayes classifier with a 70/30 train-test split, a 70.00% accuracy was 
obtained. 
Implications and Future Directions 
 
This exploratory data analysis has shown that machine learning has potential applications for 
promoting linguistic justice in NLP. These methods help us understand the different language 
students may use to answer questions. As NLP can help us shorten and gain knowledge about 
common concepts that students think about in a problem, it can help researchers and instructors 
determine what topics or patterns to look for in the data. This is especially true from text 
summarization and topic modeling, as these allow instructors to discover topics students may 
discuss. Once instructors and researchers have ways to understand possible trends, they can 
search for non-conventional ways students may choose to convey these topics. For researchers, 
this can provide ways to iterate the codebook and look for ways to improve the training set for 
machine learning. For instructors, this provides interesting information regarding patterns and 
trends in their classes to draw conversation upon. We summarize these potentials as the 
following:  

• Text summary using BoW: Human coders can compare the shortened response to 
investigate how the machine condenses responses and then make decisions to improve 
how the machine creates these shortened responses. 

• Text modeling using LDA: Researchers and instructors can learn about common 
language students use when answering conceptual questions using the generated topic 
lists. 

• Naïve-Bayes Classifier: Researchers can look back at responses tagged as incorrect to 
see why the machine may have tagged them as incorrect to investigate the possible error 
in the machine's interpretation of the language.   

We intend to use these tools to build a partnership between the human coder and automated 
machine coding. Humans and machines can both be biased. In other small-group collaborative 
learning settings, if those biases are different, then reconciling those differences can help with 
promoting linguistic justice. With further investigation, these methods above can help 
researchers explore what can be done to reconcile the biases between human and machine 
coders. Additionally, this work applies to the professional formation of engineers since engineers 
must be able to communicate with many audiences. Using machine learning tools like those 
described above, instructors and researchers can learn more about the language students use and 
can emphasize and attend to the diversity of language that can be used to answer conceptually 
challenging problems.  
Moving forward, we hope to:  

• Further understand what narratives of understanding are excluded from analyzing student 
written responses to conceptually challenging problems.  

• Gather more text samples that center written responses to conceptually challenging 
problems from underrepresented groups to adequately train algorithms.  
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Appendix A: Machine Learning Additional Results 
 
A.1 N-grams 
Digram and trigram detailing common phrases found in summarization. The x-axis represents 
the frequency of the sets of words.  

 
Figure A1. Digram frequencies for CT 6141. 



 
Figure A2. Trigram frequencies for CT 6141. 
 


